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Effects on the glottal voice source of vocal loudness variation in
untrained female and male voices

Johan Sundberg, Ellinor Fahlstedt,
Anja Morell

879

SPEECH PERCEPTION †71‡
Synthesis fidelity and time-varying spectral change in vowels Peter F. Assmann, William F. Katz 886

Lexical frequency and neighborhood density effects on the
recognition of native and Spanish-accented words by native English
and Spanish listeners

Satomi Imai, Amanda C. Walley,
James E. Flege

896

SPEECH PROCESSING AND COMMUNICATION SYSTEMS †72‡
A statistics-based pitch contour model for Mandarin speech Sin-Horng Chen, Wen-Hsing Lai,

Yih-Ru Wang
908

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 117, NO. 2, FEBRUARY 2005

CONTENTS—Continued from preceding page

(Continued)

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000725000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000734000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000744000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000751000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000763000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000771000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000780000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000789000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000799000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000809000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000818000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000833000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000842000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000850000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000858000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000879000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000886000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000896000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000908000001&idtype=cvips


MUSIC AND MUSICAL INSTRUMENTS †75‡

Modal analysis and intensity of acoustic radiation of the kettledrum Lamberto Tronchin 926

BIOACOUSTICS †80‡

High-frequency ultrasound scattering from microspheres and single
cells

R. E. Baddour, M. D. Sherar, J. W.
Hunt, G. J. Czarnota, M. C. Kolios

934

Pitch „F 0… and formant profiles of human vowels and vowel-like
baboon grunts: The role of vocalizer body size and voice-acoustic
allometry

Drew Rendall, Sophie Kollias,
Christina Ney, Peter Lloyd

944

Automatic classification, speaker identification of African elephant
„Loxodonta africana… vocalizations

Patrick J. Clemins, Michael T.
Johnson, Kirsten M. Leong, Anne
Savage

956

Acoustic characterization in whole blood and plasma of
site-targeted nanoparticle ultrasound contrast agent for molecular
imaging

Michael S. Hughes, Jon N. Marsh,
Christopher S. Hall, Ralph W.
Fuhrhop, Elizabeth K. Lacy,
Gregory M. Lanza, Samuel A.
Wickline

964

CUMULATIVE AUTHOR INDEX 973

SOUNDINGS

THE JOURNAL OF THE ACOUSTICAL SOCIETY OF AMERICA VOL. 117, NO. 2, FEBRUARY 2005

CONTENTS—Continued from preceding page

http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000926000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000934000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000944000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000956000001&idtype=cvips
http://scitation.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JASMAN000117000002000964000001&idtype=cvips


ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this Journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

Marion S. Dohen selected recipient of the
2004 Stetson Award

ASA member Marion S. Dohen
was selected the recipient of the
2004–05 Raymond H. Stetson Schol-
arship in Phonetics and Speech Pro-
duction. Ms. Dohen is a graduate stu-
dent in the Institute of Spoken
Communication at the Institut National
Polytechnique de Grenoble. Ms.
Dohen received an Undergraduate en-
gineering degree and a M.S. degree
from the Institut National Polytech-
nique due Grenoble. Her current work
includes kinematics of speech prosody
and audiovisual perception of prosody.

The Stetson Scholarship, which
was established in 1998, honors the
memory of Professor Raymond H.
Stetson, a pioneer investigator in pho-
netics and speech science. Its purpose
is to facilitate the research efforts of

promising graduate students and postgraduates. The Scholarship includes a
$3000 stipend for one academic year. Past recipients have been Roger
Steeve~1999!, Elizabeth K. Johnson~2000!, Jeffery Jones~2001!, Meena
Agarwal ~2002!, and Cynthia Clopper~2003!.

Applications for the award are due in March each year. For further
information about the award, please contact the Acoustical Society of
America, Suite 1 NO 1, 2 Huntington Quadrangle, Melville, NY 11747-
4502, Tel: 516-576-2360; Fax: 516-576-2377; e-mail: asa@aip.org; Web:
http://asa.aip.org. Application information can also be found on the ASA
Home Page at̂http://asa.aip.org/fellowships.html&.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2005
16–20 May 149th Meeting joint with the Canadian Acoustical As-

sociation, Vancouver, Canada@Acoustical Society of
America, Suite 1 NO 1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax:
516-576-2377; E-mail: asa@aip.org; WWW: http://
asa.aip.org#.

16–19 May Society of Automotive Engineering Noise & Vibration
Conference, Traverse City, MI@Patti Kreh, SAE Inter-
national, 755 W. Big Beaver Rd., Ste. 1600, Troy, MI
48084; Tel.: 248-273-2474; E-mail: pkreh@sae.org#.

18–22 July 17th International Symposium on Nonlinear Acoustics,
State College, PA@Anthony Atchley, The Pennsylvania
State University, 217 Applied Research Lab Building,

University Park, PA 16802; Tel.: 814-865-6364; E-mail:
ISNA17@outreach.psu.edu; WWW: http://
www.outreach.psu.edu/c&i/isna17/#.

17–21 October 150th Meeting joint with Noise-Con, Minneapolis,
Minnesota @Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502; Tel.: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org; WWW: http://asa.aip.org#.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1 NO 1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: $5 to
members; $ to nonmembers.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
$20 to members; $75 to nonmembers.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
$20 to members; $90 to nonmembers.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20~paperbound!; $25 to
members $25~clothbound!; $60 to nonmembers~clothbound!.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20~paperbound!; $25 to
members~clothbound!; $60 to nonmembers~clothbound!.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: $25 to members~paper-
bound!; $75 to nonmembers~clothbound!.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: $30 to members~paper-
bound!; $80 to nonmembers~clothbound!.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: $30 to members~paper-
bound!; $80 to nonmembers.
Volumes 95–104, 1994–1998:JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: $40 to members~paper-
bound!; $90 to nonmembers~clothbound!.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616, Price: $50 to members; $90 to
nonmembers~paperbound!.

Marion S. Dohen
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

Honors for Juan A. Gallego-Jua ´rez
Professor Juan A. Gallego-Jua´rez of the Instituto de Acu´stica, CSIC

Madrid, a Fellow of the Society, was awarded the degree ofDoctor Honoris
Causaby the University of Santiago de Chile. He also received the Univer-
sity’s Gold Medal for his many accomplishments referred to in the citation.
He was honored because of his internationally recognized research in power
ultrasonics and his efforts to find applications of the work to human endeav-
ors. The citation also mentions his efforts toward a better world through
science and collaboration. He was also cited for his constant contributions to
the University of Santiago de Chile through his selection of young research-
ers as well as to the formation of new ultrasound laboratories. The ceremony
of Investiture took place 31 August 2004.

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an* are new or updated listings.

March 2005
14–17 31st Annual Meeting of the German Acoustical So-

ciety „DAGA’05…, Munich, Germany. ~Web:
daga2005.de!

14–17 Spring Meeting of the Acoustical Society of Japan,
Koganei, Japan~Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-
0021, Japan; Fax: 181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!

21–22 Sonar Transducers and Numerical Modelling in Un-
derwater Acoustics, Teddington, UK~Fax: 144 1727
850553; Web: www.npl.co.uk/acoustics/events/
ioaconference2005!

April 2005
18–21 International Conference on Emerging Technologies

of Noise and Vibration Analysis and Control, Saint
Raphae¨l, France ~Fax: 133 4 72 43 87 12; e-mail:
goran.pavic@insa-lyon.fr!

May 2005
16–20 149th Meeting of the Acoustical Society of America,

Vancouver, British Columbia, Canada~ASA, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502 USA; Fax:11 516 576 2377; Web: asa.aip.org!

June 2005
1–3 *1st International Symposium on Advanced Tech-

nology of Vibration and Sound, Hiroshima, Japan
~Web: dezima.ike.tottori-u.ac.jp/vstech2005!

20–23 IEEE Oceans05 Europe, Brest, France ~ENST
Bretagne—Technopoˆle Brest Iroise, 29238 Brest Ce-
dex, France; Fax: 133 229 00 1098; Web:
www.oceans05europe.org!

23–24 2nd Congress of the Alps-Adria Acoustical Associa-
tion „AAAA2005…, Opatija, Croatia~Web: had.zea.
fer.hr!

28–1 International Conference on Underwater Acoustic
Measurements: Technologies and Results, Heraklion,
Crete, Greece ~Web: UAmeasurements2005.iacm.
forth.gr!

July 2005
4–8 Turkish International Conference on Acoustics

2005: New Concepts for Harbor Protection, Littoral
Security, and Underwater Acoustic Communica-
tions, Istanbul, Turkey~Web: www.tica05.org/tica05!

11–14 *12th International Congress on Sound and Vibra-
tion, Lisbon, Portugal~Web: www.icsv12.ist.utl.pt!

August 2005
6–10 Inter-Noise, Rio de Janeiro, Brazil ~Web:

www.internoise2005.ufsc.br!
28–2 EAA Forum Acusticum Budapest 2005, Budapest,

Hungary~I. Bába, OPAKFI, Fo¨ u. 68, Budapest 1027,
Hungary; Fax: 136 1 202 0452; Web:
www.fa2005.org!

28–1 *World Congress on Ultrasonics Merged with Ultra-
sonic International „WCUÕUI’05 …, Beijing, China
~Secretariat of WCU 2005, Institute of Acoustics, Chi-
nese Academy of Sciences, P.O. Box 2712 Beijing,
100080 China; Fax: 186 10 62553898; Web:
www.ioa.ac.cn/wcu-ui-05!

September 2005
4–8 9th Eurospeech Conference„EUROSPEECH’2005…,

Lisbon, Portugal ~Fax: 1351 213145843; Web:
www.interspeech2005.org!

5–9 Boundary Influences in High Frequency, Shallow
Water Acoustics, Bath, UK ~Web:
acoustics2005.ac.uk!

18–21 * IEEE International Ultrasonics Symposium, Rotter-
dam, The Netherlands~Web: www.ieee-uffc.org!

20–22 * International Symposium on Environmental Vibra-
tions, Okayama, Japan~Web: isev2005.civil.okayama-
u.ac.jp!

27–29 Autumn Meeting of the Acoustical Society of Japan,
Sendai, Japan~Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-
0021, Japan; Fax: 181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!

October 2005
12–14 *Acoustics Week in Canada, London, Ontario,

Canada~Web: caa-aca.ca!
19–21 36th Spanish Congress on Acoustics Joint with 2005

Iberian Meeting on Acoustics, Terrassa, Barcelona,
Spain ~Sociedad Espan˜ola de Acústica, Serrano 114,
28006 Madrid, Spain; Fax:134 914 117 651; Web:
www.ia.csic.es/sea/index.html!

25–26 *Autumn Conference 2005 of the UK Institute of
Acoustics, Oxford, UK ~Web: www.ioa.org.uk!

November 2005
4–5 *Reproduced Sound 21, Oxford, UK ~Web: www.

ioa.org.uk!

June 2006
05–06 6th European Conference on Noise Control

„EURONOISE2006…, Tampere, Finland~Fax: 1358 9
7206 4711; Web: www.acoustics.hut.fi/asf!

26–28 9th Western Pacific Acoustics Conference„WESPAC
9…, Seoul, Korea~Web: www.wespac9.org!
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July 2006
3–7 *13th International Congress on Sound and Vibra-

tion „ICSV13…, Vienna, Austria~Web: info.tuwienac.at/
icsv13!

September 2006
13–15 *Autumn Meeting of the Acoustical Society of Ja-

pan, Kanazawa, Japan~Acoustical Society of Japan,
Nakaura 5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku,
Tokyo 101-0021, Japan; Fax:181 3 5256 1022; Web:
www.asj.gr.jp/index-en.html!

July 2007
9–12 14th International Congress on Sound and Vibration

„ICSV14…, Cairns, Australia ~e-mail: n.kessissoglou
@unsw.edu.au!

August 2007
27–31 * Interspeech 2007 Antwerp, Belgium ~e-mail:

conf@isca-speech.org!

September 2007
2–7 19th International Congress on Acoustics

„ICA2007…, Madrid, Spain~SEA, Serrano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.org!

9–12 ICA Satellite Symposium on Musical Acoustics
„ISMA2007…, Barcelona, Spain~SEA, Serano 144,
28006 Madrid, Spain; Web: www.ica2007madrid.org!

June 2008
23–27 Joint Meeting of European Acoustical Association

„EAA …, Acoustical Society of America „ASA…, and
Acoustical Society of France „SFA…, Paris, France
~e-mail: phillipe.blanc-benon@ec-lyon.fr!

July 2008
28–1 *9th International Congress on Noise as a Public

Health Problem, Mashantucket, Pequot Tribal Nation
~ICBEN 9, P.O. Box 1609, Groton CT 06340-1609,
USA: Web: www.icben.org!

Preliminary Announcements

May 2006
15–19 * IEEE International Conference on Acoustics,

Speech, and Signal Processing, Toulouse, France.

August 2010
TBA *20th International Congress on Acoustics

„ICA2010…, Sydney, Australia~Web: www.acoustics.
asn.au!
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6,795,557

43.20.Ks SOUND REPRODUCTION EQUIPMENT
AND METHOD FOR REDUCING THE LEVEL
OF ACOUSTICAL REFLECTIONS IN A ROOM

Aki Mä kivirta and Ari Varla, assignors to Genelec Oy
21 September 2004„Class 381Õ66…; filed in Finland 17 June 1998

Standing waves are a problem in small rooms. In small listening
rooms, such as recording studios, standing waves are usually caused by the
introduction of low-frequency sound energy by one or more loudspeakers.
In this patent, standing waves are described as low-frequency acoustic re-
flections. The invention proposes a solution that uses one or more loud-
speakers in room102 to provide for the desired cancellation of, or at least a
reduction in, standing waves due to the sound emitted in the longitudinal
direction ~for this figure! from loudspeaker2. The signal used to drive
loudspeaker3 is the same as presented to loudspeaker2, but it is low-pass
filtered, delayed, scaled, and inverted. The signal chain for loudspeaker3

can be initially tuned by using microphonesM1, M2, andM3. The patent
states that, if the program and cancellation loudspeakers are the same, the
tuning is simpler and easier to accomplish. By using loudspeakers on the
side wall, and presumably the ceiling, other ‘‘low-frequency acoustic reflec-
tions’’ in these axes can be similarly attenuated. And, if you are a loud-
speaker manufacturer, you get to sell not only the program loudspeakers but
also the cancellation loudspeakers and the cancellation signal processing
unit. A description of the prior art is presented that provides the reader with

a brief introduction to some of the ways of using electroacoustic means to
reduce standing-wave effects in a room.—NAS

6,782,732

43.20.Ye METHOD FOR NON-DESTRUCTIVE
STRESS WAVE TESTING OF WOOD

Yan-San Huang and Shin-Shin Chen, assignors to Taiwan
Forestry Research Institute

31 August 2004„Class 73Õ12.07…; filed 10 February 2003

When dealing with natural materials, the physical characteristics of the
material can vary from lot to lot and even from sample to sample. The
natural material under investigation here is wood. In order to evaluate the
characteristics of a sampleS, the specimen under test is placed on sensor1,
which is an accelerometer with up to three orthogonal sensing components.
By striking the specimen with a striking device2, which can be a hammer,
a compression pulse wave develops in the sample. These waves are sensed

by the transducer1, the output of which is processed by device3, which
may be a charge amplifier, whose output is then analyzed by device4, which
may be a FFT analyzer. One supposes that many samples are tested to build
up the large library of transforms for reference to determine the fundamental
frequency, which one assumes is also initially found using other methods.
The patent states that, from the fundamental frequency, one can deduce the
speed of sound and dynamic modulus of elasticity for the sample under test.
One also assumes that the hammer blow is made in a way that is fairly
repeatable, of known force and duration. The prior art referenced appears to
have used a microphone for the sensing transducer.—NAS
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6,782,970

43.20.Ye ACOUSTIC SOURCE USING A
SHAFTLESS ELECTRICAL HAMMER

Chung Chang, assignor to Schlumberger Technology Corporation
31 August 2004„Class 181Õ101…; filed 25 April 2002

Many acoustic measurements rely on a hammer, sometimes with suit-
able accelerometer attached, to excite a substrate while simultaneously mea-
suring the vibration of the substrate using other accelerometers. This patent
replaces the hammer with a magnetic metal mass that is accelerated within
a solenoid to strike and excite by impact formations around a borehole. The
patent describes how Hertzian contact theory can be used to characterize the
impact. A shaftless acoustic source contains bullet4 which is accelerated by

coil 8 in solenoid2 when a current pulse is applied to the coil. The pulse is
such that it stops when the bullet reaches the middle of the coil as the
magnetic field is uniform and changes sign at the middle of the coil. A
means of retracting the bullet is also described to prevent potential loss of
the bullet. The patent maintains that forces between 3000 and 5000 pounds
with contact times between 100 and 300ms can be achieved. The patent as
issued contains errors in the text and confusion over what may or not be
prior art in a figure.—NAS

6,791,902

43.30.Sf PORTABLE FISH FINDER

Mark Steiner et al., assignors to Techsonic Industries,
Incorporated

14 September 2004„Class 367Õ99…; filed 30 May 2002

This patent describes a portable fish-finding sonar device wherein the
visual display unit, the associated electronics, the battery, the cable, and the
transducer conveniently store in, or are an integral part of, a compact hand-
carryable housing unit.—WT

6,790,180

43.35.Yb APPARATUS, SYSTEMS, AND METHODS
FOR MEASURING POWER OUTPUT OF AN
ULTRASOUND TRANSDUCER

Shuki Vitek, assignor to Insightec-TxSonics Limited
14 September 2004„Class 600Õ438…; filed 3 December 2001

This apparatus for measuring the acoustic energy emitted by an ultra-
sound transducer consists of a container filled with a liquid and a buoyant
body floating at a specific level in the liquid. When the ultrasound trans-
ducer sends acoustic energy to the buoyant body, the body floats at a differ-
ent level in the liquid, with the displaced volume directly related to the
power of the ultrasound acoustic energy. The float level signal may be di-
rected to a controller for adjusting the power output of the ultrasound
transducer.—DRR

6,788,796

43.38.Ar DIFFERENTIAL MICROPHONE

Ronald Miles et al., assignors to The Research Foundation of the
State University of New York

7 September 2004„Class 381Õ357…; filed 1 August 2001

A silicon-based, micro-fabricated microphone moving assembly is de-
scribed that has overall dimensions of about 1 by 2 mm and is about 1
micron thick. Operating in both torsional and transverse modes, it provides
both pressure and gradient components, and the output is that of a first-order
directional microphone. The inclusion of mass elements on the minuscule
structure provides the necessary equalization for flat electrical output. The
patent is supported both by detailed drawings and a thorough mathematical
exposition.—JME

6,792,123

43.38.Ar ELECTROACOUSTIC TRANSDUCER

Gino Pavlovic, assignor to AKG Acoustics GmbH
14 September 2004„Class 381Õ174…; filed in Austria

14 February 2001

Small electret microphone elements used in close-talking communica-
tions applications are subject to high moisture levels. Normally, the robust
design of these elements is sufficient to keep them working, but in extreme
cases the accumulation of moisture may cause malfunction. This patent
suggests a small resistive heating element, located on the rear of the perfo-
rated backplate, as a means of keeping the assembly dry at all times.—JME

6,795,561

43.38.Ar PANEL DRIVE

Graham Bank, assignor to New Transducers Limited
21 September 2004„Class 381Õ152…; filed in the United Kingdom

8 July 1999

The assignee for this patent holds a large portfolio of patents relating
to what are~colloquially! known as distributed mode loudspeakers~DML !,
although in this patent they are described as bending-wave loudspeakers.
Many of these patents describe DMLs~or BWLs! that use discrete transduc-
ers~described in the patent as exciters! to excite the flat panel. What if you
want to have a DML/BWL and the preferred location for the exciters can’t
be used since another piece of equipment is in the way or if the panel is in
fact transparent? Thus, the present patent.~The patent admits that it is dif-
ficult to make conventional exciters transparent.! The patent states that by

using a thin film that can change shape when an electric signal is applied,
and by laminating or gluing the film to both sides of a flat panel substrate,
the flat panel can be excited. An important aspect of the invention is how a
reaction mass is implemented, which can be a mass11 attached to the panel
1 or simply by clamping the edge~s! of the panel. An example of a 150
3135-mm-sized unit is described where each part used in the embodiment is
listed by manufacturer and model number. A sample frequency plot is pro-
vided for another embodiment. The sensitivity, efficiency, and other perfor-
mance parameters, including what happens with larger panels, are not
discussed.—NAS
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6,795,719

43.38.Ar MICROPHONE ASSEMBLY FOR A
PORTABLE TELEPHONE WITH A FOLDABLE FLAP
ELEMENT

Seiji Miyashita et al., assignors to Matsushita Electric Industrial
Company, Limited

21 September 2004„Class 455Õ575.3…; filed in Japan 8 July 1997

This is a continuation of United States Patent Application Serial Num-
ber 09/110514, filed 6 July 1998. It essentially describes a variation in the
standard jacket or sheath in which virtually all cellphones are carried. The
abstract says it all: ‘‘A built-in microphone is provided in a flap hinged to a
body in a closable manner. Sound-collection holes are formed in interior and
exterior flaps of the flap for collecting sound into the microphone. Even
when the flap is in either a closed state or an open state, communication
becomes feasible.’’—JME

6,788,791

43.38.Hz DELAY NETWORK MICROPHONES WITH
HARMONIC NESTING

Steven S. Smithet al., assignors to Shure Incorporated
7 September 2004„Class 381Õ92…; filed 20 December 2002

The patent describes a composite microphone made up of a number of
octave-wide sections. Each section contains a pressure element which is fed
through a number of small tubes whose open ends are appropriately arrayed
in the intended pickup location. There are as many of these assemblies as
there are octaves in the transmission path, and the physical spacing of the
array tube openings is scaled appropriately for each octave. The individual

pickup elements are bandpass filtered and summed to produce an overall
wideband pickup pattern that is fairly uniform over the operating frequency
range. One application of the system is in an automobile, where the array
tube openings are placed around the periphery of a rear-view mirror, creat-
ing a net pickup pattern that is clearly in line with the driver and useful for
hands-free communication.—JME

6,795,558

43.38.Hz MICROPHONE ARRAY APPARATUS

Naoshi Matsuo, assignor to Fujitsu Limited
21 September 2004„Class 381Õ92…; filed in Japan 26 June 1997

This is yet another entry in the area of complex systems that, among
other features, combines video and audio pickup, both coordinated as an aid
to hands-free operation of conferencing systems. The patent has 22 figures,
is just over 30 pages, and reads like a thesis. Its single claim takes up only
2 inches of the final column of text. It seems to this reviewer that, more than
anything else, the intent of the patent is to stake out new territory in filter
application than to describe an actual working system.—JME

6,778,675

43.38.Ja SPEAKER DEVICE

Yoshito Maruo, Sakado-ski, Saitama, Japan
17 August 2004„Class 381Õ335…; filed in Japan 22 January 2001

A favorite approach to high-end loudspeaker design is a group of
bandlimited transducers pointing in various directions. With enough tweak-

ing, good sound quality can be achieved. This Japanese inventor envisions a
bowl-shaped woofer cabinet12 sitting on spikes13. High-frequency trans-
ducers18 and19 are located above in a fin-shaped spire.—GLA

6,769,509

43.38.Ja POLE SPEAKER

Ronald Paul Harwood, Farmington Hills, Michigan
3 August 2004„Class 181Õ199…; filed 19 December 2002

Audio inventors seem to be fascinated with the idea of combining
loudspeakers with lighting instruments. In this case, the mounting flange24
of a street light pole is spaced above concrete base28 to provide a slot for
sound to emerge through grillwork36. A mounting plate14 supports loud-
speaker16 and resonating chamber18, including tubular port20 and sound
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damping material44. The speaker module is composed of several parts that
can be inserted through an existing light pole’s access opening and as-
sembled inside. The arrangement seems better suited to decorative area
lights than commercial street lights, but seems awkward even in this
application.—GLA

6,779,627

43.38.Ja FLAT PANEL SOUND RADIATOR WITH
FIRE PROTECTIVE BACK BOX

William E. Beakes et al., assignors to AWI Licensing Company
24 August 2004„Class 181Õ150…; filed 11 September 2002

A flat panel loudspeaker can be disguised as a lay-in ceiling tile. In this
application, its rear surface is exposed to the plenum space and may not
meet fire code requirements. A conventional back box large enough to main-
tain good low-frequency response would be unwieldy and expensive. In-
stead, the inventors suggest that large cutouts33 in a shallow back box28

be fitted with compressed fiberglass board. The acoustic effects of cavity
size vs damping were tested subjectively to demonstrate that flame spread
requirements can be met without compromising performance. It might be
even easier to use fiberglass board for the entire back box, but that is known
prior art.—GLA

6,778,676

43.38.Kb ACOUSTIC TRANSMISSION
CONNECTION, HEADSET WITH ACOUSTIC
TRANSMISSION CONNECTION, AND USES OF THE
ACOUSTIC TRANSMISSION CONNECTION

Torben Groth and Peter Møller, assignors to GN Netcom AÕS
17 August 2004„Class 381Õ382…; filed in Denmark 25 May 2000

Although the patent title refers to a headset, the invention could be
used with any kind of sound pickup probe in which a tube conveys energy
from an acoustic source to a microphone. The novel feature is a conical
‘‘acoustic impedance matching’’ device that couples the microphone to the
tube, thus smoothing response by damping standing waves. The patent also
describes a unidirectional two-tube variant.—GLA

6,774,769

43.38.Si VIBRATING ALERT DEVICE

Kazunari Okada, assignor to Sanyo Seimitsu Corporation; Sanyo
Electric Company, Limited

10 August 2004„Class 340Õ407.1…; filed in Japan 23 May 2001

Imagine that you get behind the wheel of your automobile while car-
rying your cellular phone in its vibrating mode. You are momentarily
startled by an incoming call, causing you to nudge a pedestrian who

promptly sues you. You, in turn, sue the phone manufacturer. To avoid this
scenario, Sanyo proposes to gradually increase the voltage to the vibration
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motor in a series of discrete steps, thus avoiding both wasted electrical
power and possible legal liability.—GLA

6,775,390

43.38.Si HEADSET WITH MOVABLE EARPHONES

Peter Schmidt et al., assignors to Hello Direct, Incorporated
10 August 2004„Class 381Õ371…; filed 24 December 2001

The title of this patent does not suggest anything out of the ordinary,
which may be why more than 100 prior patents are cited as references. The
exploded view shows a conventional speaker element40 which is fitted to

‘‘sound funneling device’’50. The shape of this device supports cushion60
while conducting sound to the entrance of the ear canal. The goal is to
provide a comfortable, tight seal as near the ear canal as possible.—GLA

6,791,519

43.38.Si SOUND AND VISION SYSTEM

Ronaldus Maria Aarts and Mark Thomas Johnson, assignors to
Koninklijke Philips Electronics N.V.

14 September 2004„Class 345Õ87…; filed in the European Patent
Office 4 April 2001

As cell phones and other personal electronic devices get smaller and
smaller, and the need to squeeze even more costs from the bill of materials
becomes more and more important, manufacturers of these devices are hard
at work to have one device do the work of several. This patent describes
how the visual display device on a cell phone and similar equipment can
also be fabricated to act as the audio transducer. The patent for this sound
and vision system states that the frequencies of interest for the visual display
are in the 50–60-Hz range for the refresh rate and 100 kHz and above for
the data rate, both of which fall outside the range of interest for the audio
signal. The patent says that for speech the frequency range of interest is
about 300 to 3400 Hz~this device appears to be headed for telephones!.
Embodiments that use plasma and LCD technologies are described in what
is another tube of paint in the assignee’s paintbox of patents for devices of
this sort.—NAS

6,772,024

43.38.Vk METHOD, APPARATUS AND STORAGE
MEDIUM FOR ADJUSTING THE PHASE OF
SOUND FROM MULTIPLE SPEAKER UNITS

Kazuo Fujii, assignor to International Business Machines
Corporation

3 August 2004„Class 700Õ94…; filed in Japan 6 January 2000

Computer games can make good use of multichannel surround sound.
But, suppose that your computer was purchased with only two front speak-
ers and you later purchase a pair of rear speakers. How do you insure that all
four units operate with the same polarity? To a computer programmer the
answer is obvious: plug in a test microphone and run a simple little program
to sequentially sample the wavefronts produced by a 1-kHz signal source

and then calculate the resulting phase differences in degrees. Assuming that
all of the speakers are equidistant from the microphone, the method shown
can actually work, but it is a little like estimating the size of a cattle herd by
counting the legs and dividing by four.—GLA

6,786,707

43.40.Tm STRUCTURE FOR REDUCING NOISE
AND VIBRATION OF SCROLL COMPRESSOR

Young Gi Kim, assignor to LG Electronics Incorporated
7 September 2004„Class 417Õ363…; filed in the Republic of Korea

27 July 2001

Scroll compressors can be loud and may also transmit vibrations to the
supporting structure. In many cases, the noise and vibration can be reduced
by enclosing the compressor, and even the device to which it is attached, in
a separate enclosure, and by using vibration mounts. The patent does this for
you by surrounding the compressor unit with structure11, using spring

vibration isolator supports~identified by the dotted circle! between inner
compressor support12 and the external shell11, using a discharge pipe21
that has a resilient spiral construction, and providing what appears to be a
labyrinth path from the supply pipeSP. No data are provided regarding the
reduction in noise and vibration, but some mitigation should be provided
nonetheless.—NAS
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6,786,172

43.40.Tm SHOCK ABSORBING BOAT

Leonard Loffler, Miami, Florida
7 September 2004„Class 114Õ363…; filed 8 September 2003

This patent describes a small boat designed to reduce the shock and
vibration associated with high-speed travel that might be transmitted to
those seated within the boat. This isolation is accomplished by pivotally
mounting the seating platform at the transom, which is usually subjected to
the least amount of up and down motion, and then further supporting this
platform with springs and shock absorbers attached between the platform
and the hull.—WT

6,792,324

43.50.Ed DEVICE FOR DETERMINING AND
CHARACTERIZING NOISES GENERATED BY
MASTICATION OF FOOD

Marian Trinkel, Kreuzau, Germany
14 September 2004„Class 700Õ94…; filed in Germany

13 December 1999

This is a rather amusing device for simulating, measuring, and char-
acterizing noises generated by chewing food. The device features a masti-
cation device and microphones deployed in an enclosure, optimally a
dummy head for audio recording. A second set of microphones for sound
conducted by solid material, simulating bone conduction, may be provided

in order to capture a sound as near natural as possible. Since the tongue is
active during the chewing process, it is presumably advantageous to simu-
late the tongue action during the chewing process. The device can be a
membrane that is actuated electrically, mechanically, pneumatically, or ac-

tuated by a liquid. Salivation also plays a part in affecting the acoustics, so
a moistening device is provided for moistening the food.—DRR

6,782,971

43.55.Ev SERVICEABLE ACOUSTIC INTERIORS

Steven Dutton and John Phillips, assignors to ETS-Lindgren, L.P.
31 August 2004„Class 181Õ284…; filed 23 August 2002

This mechanical holding system enables installation and removal of
sound-absorbing panels to a wall by a simple and quick process. The panels
can be slipped upward into an engaging upper channel, then shifted down-
ward into a receiving lower channel.—CJR

6,793,037

43.55.Pe STRUCTURED MOLDED PARTS FOR
SOUND ABSORPTION

Gerhard Babuke et al., assignors to Fraunhofer-Gesellschaft zur
Foerderung der angewandten Forschung e.V.

21 September 2004„Class 181Õ293…; filed in Germany
17 December 1998

The patent describes preformed, open-cell foam sound-absorptive ele-
ments that provide a broad band of sound absorption with significantly less
overall depth than other such elements~wedge absorbers!. These preformed

bodies ostensibly accomplish this goal by having a plane base layer of a
defined thickness as well as a columnar structure in front of the base layer,
and there is a one-sided bevel cut on top of this column.—CJR

6,790,520

43.55.Wk VIBRATION DAMPENING LAMINATE

John Todd et al., assignors to Collins & Aikman Products
Company

14 September 2004„Class 428Õ318.4…; filed 20 July 2000

Here is another variation on a lightweight vibration damping laminate
for an automobile interior. The laminate comprises a constraining layer, a
viscoelastic adhesive layer, a foam spacing layer, and a pressure-sensitive
adhesive layer that is contoured to fit the profile of the panel that is to be
soundproofed and vibration damped.—CJR
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6,786,860

43.66.Ts HEARING AID DESIGN

Albert A. Maltan et al., assignors to Advanced Bionics
Corporation

7 September 2004„Class 600Õ25…; filed 3 October 2002

A hearing aid module is inserted into a tube located in a tunnel formed
in the soft tissue connecting the space behind the pinna of the ear with the
ear canal. A remote control allows the wearer to make simple adjustments of
volume and frequency response, and the telemetry circuitry facilitates wire-
less programming from an external programmer.—DAP

6,792,114

43.66.Ts INTEGRATED HEARING AID
PERFORMANCE MEASUREMENT AND
INITIALIZATION SYSTEM

James Mitchell Kateset al., assignors to GN ReSound AÕS
14 September 2004„Class 381Õ60…; filed 6 October 1999

Hearing aid self-test capability is facilitated by including a test signal
generator and a test program in a digital hearing aid. Determining the trans-
fer function of the acoustic feedback path is done by putting the hearing aid

into open-loop mode while the hearing aid is being worn, and the micro-
phone transfer function is determined using the DSP as a computer. Param-
eters in the hearing aid are initialized in accordance with the results of the
self-test performance measurements.—DAP

6,794,989

43.66.Ts SPORTS SIGNALLING DEVICE FOR
HEARING IMPAIRED PERSONS

Kara Jean Naegelyet al., all of Pittsburgh, Pennsylvania
21 September 2004„Class 340Õ573.1…; filed 19 June 2002

This wireless device is designed to enable a deaf person participating
in a field sport to receive instructions. The device includes a transmitter unit
which responds to a physical impulse produced by an instructor and trans-
mits an instruction as a wireless output signal. A portable unit adapted to be
carried by the hearing-impaired person converts the wireless signal into an
instruction in the form of an LED display and/or vibrator action. The receiv-
ing unit presumably should be made rugged enough to withstand the rigors
of rough play.—DRR

6,795,562

43.66.Ts EAR WAX GUARD FOR AN IN-THE-EAR
HEARING AID AND A MEANS FOR USE AT
INSERTION AND REMOVAL HEREOF

Finn Gunnersen and Jan Tøpholm, assignors to Widex AÕS
21 September 2004„Class 381Õ325…; filed in Denmark 10 July 1998

A removable wax guard system is described for protecting in-the-ear

hearing aids. An insertion/extraction tool positions the wax guard in the end
of the tube forming the hearing aid sound outlet.—DAP

6,786,873

43.66.Yw PORTABLE HANDHELD HEARING
SCREENING DEVICE AND METHOD
WITH INTERNET ACCESS AND LINK TO HEARING
SCREENING DATABASE

Peter Zoth, Gilching, Germany et al.
7 September 2004„Class 600Õ559…; filed 25 September 2002

A method and device are described for audiological screening of in-
fants and newborns by generating one or more stimuli with an audiological
screening device. Acoustic transmitters in each ear canal generate otoacous-
tic emissions, collect and transmit the otoacoustic emissions and brain-stem
response signals, analyze the response signals, and transmit the data to a
remote central computer server for further analysis and storage. The server
connection is via a built-in or attached modem or global information
network.—DRR

6,746,131

43.72.Ar SOUND ACTIVATED LIQUID DISPLAY
DEVICE

Steven G. Goldstein and Mark R. Barton, assignors
to Steven G. Goldstein

8 June 2004„Class 362Õ96…; filed 11 February 2002

This is basically a voice-controlled lava lamp. The fluids are described
as ‘‘two immiscible liquids of different densities, colors, and viscosities.’’ A
microphone and audio processor arrangement produce state changes in a
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pump controller based on sound level, speech pitch, or other audio patterns.
A random number generator adds some of the traditional lava lamp
excitement.—DLR

6,748,358

43.72.Ja ELECTRONIC SPEAKING DOCUMENT
VIEWER, AUTHORING SYSTEM FOR CREATING
AND EDITING ELECTRONIC CONTENTS TO
BE REPRODUCED BY THE ELECTRONIC
SPEAKING DOCUMENT VIEWER,
SEMICONDUCTOR STORAGE CARD AND
INFORMATION PROVIDER SERVER

Hiroshi Iwasaki et al., assignors to Kabushiki Kaisha Toshiba
8 June 2004„Class 704Õ258…; filed in Japan 5 October 1999

This electronic document viewer provides speech output of the content
to accompany the visual images. A central feature of the system is that the
speech is represented in the form of an intermediate ‘‘phonogramic’’ lan-
guage, which contains speech pitch, accent, and timing information, as well
as the katakana glyph graphic information. The intermediate representation
may also include sync codes, said to provide an easier mechanism to index
the text by content.—DLR

6,748,361

43.72.Ja PERSONAL SPEECH ASSISTANT
SUPPORTING A DIALOG MANAGER

Liam David Comerford et al., assignors to International Business
Machines Corporation

8 June 2004„Class 704Õ275…; filed 14 December 1999

Here is another little box to carry around or, as suggested by one of the
patent’s figures, a box to hold your other little boxes. The idea is more
profound. This box would serve as a knowledgeable voice interface to all of
your other little boxes, including the VCR, or other household gadgets. It
would know how to run all of the other gadgets and would have a sophis-
ticated dialog management system for a more useable voice interaction. But,
perhaps most importantly, it would learn your ways and preferences and
would quickly adapt to your styles of work and speech. Clearly, in the
greater scheme of things, this box has to shrink to become all of the other
little boxes.—DLR

6,751,592

43.72.Ja SPEECH SYNTHESIZING APPARATUS,
AND RECORDING MEDIUM THAT STORES
TEXT-TO-SPEECH CONVERSION PROGRAM AND
CAN BE READ MECHANICALLY

Yoshinori Shiga, assignor to Kabushiki Kaisha Toshiba
15 June 2004„Class 704Õ258…; filed in Japan 12 January 1999

This speech synthesis system, based on, and described with examples
from, the Japanese language, appears to be a fairly humdrum text-to-speech
system. A notable feature is a system for speaking a particular word or
phrase with contrastive emphasis. The phonetic dictionary is provided in
three forms, described as ‘‘intelligibility ranks.’’ These phonetic dictionaries
are constructed following the analysis of human speech produced under
varying ‘‘intelligibility’’ conditions, such as rate of speaking, etc.—DLR

6,747,566

43.72.Ne VOICE-ACTIVATED REMOTE CONTROL
UNIT FOR MULTIPLE ELECTRICAL
APPARATUSES

Shaw-Yuan Hou, Taipei, Taiwan, Province of China
8 June 2004„Class 340Õ825.69…; filed 12 March 2001

This is a voice-controlled universal remote control for use in a home
video/audio entertainment center. The extremely short patent says little more
than that. There is a brief mention of a way to operate multiple devices
simultaneously, and the single claim does cover a sort of angular pattern
arrangement of multiple infrared beams.—DLR

6,748,353

43.72.Ne AUTHORING LANGUAGE TRANSLATOR

Edwin C. Iliff, assignor to First Opinion Corporation
8 June 2004„Class 704Õ9…; filed 8 March 1999

This fairly elaborate system would provide automated access by tele-
phone for medical history, diagnosis, and information requests. Once a caller
has been identified, particularly in the case of a diagnostic situation, an
immediate appraisal is made of the severity of the problem and the urgency
required for further interactions. The argument is made that 90% of patient
complaints are limited to the most common 100 conditions and that these
conditions can be adequately diagnosed with information obtained solely by
access to a thorough medical history. Given these assumptions, extra atten-
tion is paid to the acquisition of accurate and current medical histories,
which are then updated continuously. Specific commercial voice recognition
hardware and software items are cited in the patent.—DLR
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6,751,593

43.72.Ne DATA PROCESSING SYSTEM WITH
BLOCK ATTRIBUTE-BASED VOCALIZATION
MECHANISM

Hideo Tetsumoto, assignor to Fujitsu Limited
15 June 2004„Class 704Õ270.1…; filed in Japan 30 June 2000

This is a speech recognizer/synthesizer attached to an Internet inter-
face. The recognizer is equipped to convert Internet site descriptions into
page access~URL! strings and to download the addressed page. The control
software has routines to extract text and certain formatting information from
pages of HTML files received from the network. In addition to speaking the
displayable content, the synthesizer can also voice certain page layout de-
tails, such as font size or text placement on the page.—DLR

6,789,061

43.72.Ne METHOD AND SYSTEM FOR
GENERATING SQUEEZED ACOUSTIC MODELS
FOR SPECIALIZED SPEECH RECOGNIZER

Volker Fischer et al., assignors to International Business Machines
Corporation

7 September 2004„Class 704Õ240…; filed in the European Patent
Office 25 August 1999

A second speech recognizer, tailored to a specific application, is gen-
erated automatically from a first speech recognizer. The first recognizer’s set
of states and probability density functions are utilized to distinguish the
application.—DAP

6,792,083

43.72.Ne METHOD AND DEVICE FOR ACTIVATING
A VOICE-CONTROLLED FUNCTION IN A
MULTI-STATION NETWORK THROUGH USING
BOTH SPEAKER-DEPENDENT AND
SPEAKER-INDEPENDENT SPEECH RECOGNITION

Franciscus J. L. Damset al., assignors to Koninklijke Philips
Electronics N.V.

14 September 2004„Class 379Õ88.01…; filed in the European Patent
Office 7 October 1997

Speaker-independent speech recognition is first performed on incom-
ing calls to a voice-controlled network. If that speech recognition determi-
nation was successful, a template is then assigned to the speech origin and
stored so that speaker-dependent recognition can be used in future calls from
that source.—DAP

6,795,533

43.72.Ne INTERMEDIATE VOICE AND DTMF
DETECTOR DEVICE FOR IMPROVED SPEECH
RECOGNITION UTILIZATION AND
PENETRATION

Paul Andrew Erb and Dieter Schulz, assignors to Mitel
Knowledge Corporation

21 September 2004„Class 379Õ88.01…; filed 20 August 2002

In order to utilize a speech recognition engine only when it is needed,
e.g., for speaking the name of the destination rather than having to dial a
phone number, a voice and DTMF detector monitors calls prior to allocating

the speech recognition resource. The result is more immediate servicing for
required voice-decoding applications without increasing the number of
speech recognition engines.—DAP

6,795,534

43.72.Ne DATA RECORDING SYSTEM FOR IP
TELEPHONE COMMUNICATION

Tadanori Noguchi, assignor to NEC Corporation
21 September 2004„Class 379Õ88.17…; filed in Japan

4 September 2000

A data recording system is provided for IP telephony that eliminates

the need to retransmit audio IP packets that are lost during high-traffic
periods on the IP-based network.—DAP

6,747,685

43.72.Pf CONFERENCE CALLING

Ronnie Bernard Francis Taib et al., assignors to Motorola,
Incorporated

8 June 2004„Class 348Õ14.01…; filed in the European Patent Office
13 September 2001

This patent presents a scheme for identifying each speaker during a
teleconference hookup. As each user joins the conference, a talker identifi-
cation function analyzes a ‘‘standard portion of speech’’ and accepts a
‘‘screen name’’ or other ID for the new user. As each person speaks, the
speaker’s ID appears on other users’ displays. None of the technology to do
any of this is discussed at all.—DLR

6,783,493

43.80.Qf ULTRASOUND PROBE WITH INTEGRATED
ELECTRONICS

Alice M. Chiang et al., assignors to TeraTech Corporation
31 August 2004„Class 600Õ437…; filed 22 February 2001

This hand-held ultrasound system includes integrated electronics in-
side an ergonomic housing. The electronic circuitry performs control, beam-
forming, and transducer drive functions. The circuitry communicates with a
host computer via an industry-standard, high-speed serial bus. The ultra-
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sonic imaging system works on a commercially available computer without
specific hardware modifications and is adapted to interface with an external
application without modification to the ultrasonic imaging system. Thus, a
user can gather ultrasonic data on a fairly standard PC and employ the
gathered data without specialized, exotic hardware modifications.—DRR

6,786,868

43.80.Qf ULTRASONIC TOMOGRAPH

Rainer Stotzka et al., assignors to Forschungszentrum Karlsruhe
GmbH

7 September 2004„Class 600Õ437…; filed in Germany
11 October 2000

The high-resolution ultrasonic tomograph described in this patent de-
pends on transmission, scattering, and impulse-echo methods for examina-
tion of tissue of the extremities, particularly the female breast and the male
reproductive organs. The device consists of a container with an open top and
contains ultrasonic transducers arranged along the wall of the container, a
coupling medium disposed in the container, and a computer-based control

and evaluation unit with a functioning memory. The control and evaluation
unit is connected to the ultrasonic transducers in such a manner that the
ultrasound signals emitted from at least one transducer form an ultrasonic
impulse that is received by all the other transducers in parallel, and is am-
plified, filtered, and digitized to yield electric signals which are stored in the
functioning memory as a data set.—DRR

6,790,183

43.80.Qf METHOD AND APPARATUS FOR
DISPLAYING BODY SOUNDS AND PERFORMING
DIAGNOSIS BASED ON BODY SOUND
ANALYSIS

Raymond L. H. Murphy, Wellesley, Massachusetts
14 September 2004„Class 600Õ532…; filed 21 February 2002

The purpose of this device is to facilitate medical diagnosis on the
basis of the recording, reviewing, and analysis of body sounds. It is also
intended to generate graphical displays of detected abnormal body sounds,
as well as to provide diagnoses based on an analysis of recorded body
sounds. The system consists of several transducers placed at various sites
around the patient’s chest. The microphones are coupled to A/D converters
and signal-processing circuitry. A data collection program organizes and
formats the data for display or printing. The combinatorial display contains

at least two elements. In one element, the data are shown for both inspiration
and expiration combined on a time scale. In the other display element, the
data for inspiration and expiration are shown individually on another time
scale that is time-expanded relative to the first time scale. The system may
also include application programs for detecting and classifying abnormal
sounds, which may be displayed in a variety of formats to facilitate diagno-
sis. The system may include an analysis program for comparing the selected
criteria corresponding to the detected abnormal sounds with predefined
thresholds in order to provide a most probable diagnosis.—DRR

6,790,184

43.80.Qf DEVICE FOR MEDICAL PERCUSSION

Jonathan S. Thierman, assignor to Sure-Shot Medical Device,
Incorporated

14 September 2004„Class 600Õ553…; filed 5 September 2002

This device clips onto the end of a stethoscope to provide additional
information during the percussion portion of a physical examination of the
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thorax or abdomen. It is essentially a small mechanical ‘‘tapper’’ operated
by pressing a small plunger with the index finger of the hand holding the
stethoscope against the patient’s body.—DRR

6,790,187

43.80.Sh SYSTEMS AND METHODS FOR
APPLYING ULTRASONIC ENERGY

Todd A. Thompson et al., assignors to TIMI 3 Systems,
Incorporated

14 September 2004„Class 601Õ2…; filed 23 August 2001

This patent covers systems and methods for increasing blood perfu-
sion, e.g., in the treatment of myocardial infarction, strokes, and vascular
diseases. The applicator consists of an ultrasound transducer and a chamber
containing a pressure-sensitive acoustic coupling medium in acoustic com-
munication with the ultrasound radiation. Operation of the ultrasound trans-
ducer yields acoustic energy at a selected intensity level. The system senses

a system parameter and compares it with a preset desired level. Based on the
comparison, the pressure within the chamber is varied. In one embodiment,
the system parameter is that of impedance. In another embodiment, chamber
pressure is varied to sustain an essentially constant output. Yet another em-
bodiment allows the acoustic coupling medium to conduct heat from the
ultrasound transducer.—DRR

6,793,635

43.80.Sh DEVICES HAVING DEPLOYABLE
ULTRASOUND TRANSDUCERS AND METHOD OF
USE OF SAME

Thomas P. Ryan and Alexander J. Sinton, assignors to Ethicon,
Incorporated

21 September 2004„Class 601Õ2…; filed 28 June 2002

This medical device for thermal ablation therapy contains a means for
emitting ultrasound energy that heats tissue. Provision is also included for
inserting the device and moving the ultrasound emitter. Piezoelectric trans-
ducers are securely mounted on carriers which move the emitters. The
method for thermal ablation therapy using ultrasound entails positioning an

ultrasound device into a deployed position and activating the transducers to
emit ultrasound energy for a predetermined period of time. In this configu-
ration, the device can be used to treat menorrhagia, a condition that is
characterized by extended or irregular menstrual cycles or excessive
amounts of bleeding during these cycles.—DRR

6,783,496

43.80.Vj METHOD AND APPARATUS FOR
IMPROVING CONTRAST-TO-TISSUE RATIO IN
ULTRASOUND CONTRAST IMAGING WITH
SUBHARMONIC IMAGING

Xiaohui Hao and Richard Yun Chiao, assignors to GE Medical
Systems Global Technology Company, LLC

31 August 2004„Class 600Õ458…; filed 1 November 2002

Two pulses are transmitted. The first pulse is centered around a fun-
damental frequency while the second pulse has a subharmonic frequency
based on the fundamental. The two pulses are phase inverted with respect to
each other. Echoes received from the first and second pulses are filtered at
subharmonic or higher harmonic frequencies to remove tissue response and
pass contrast-agent response.—RCW

6,793,626

43.80.Vj ULTRASONIC SCATTERER, ULTRASONIC
IMAGING METHOD AND ULTRASONIC
IMAGING APPARATUS

Hirohiko Tsuzuki, assignor to Fuji Photo Film Company, Limited
21 September 2004„Class 600Õ458…; filed in Japan

17 January 2001

Gas-containing particles are employed as scatterers. Imaging is accom-
plished by first using a transmit waveform of ten or more cycles. After a
fixed time, a waveform consisting of less than ten cycles is transmitted.
Subharmonic echoes are processed to produce an image.—RCW

6,783,497

43.80.Vj TWO-DIMENSIONAL ULTRASONIC ARRAY
WITH ASYMMETRIC APERTURES

Stephen Michael Grenon and Ronald E. Hileman, assignors to
Volumetrics Medical Imaging, Incorporated

31 August 2004„Class 600Õ459…; filed 23 May 2002

This is a sparsely populated array with separate zones for transmitting
and receiving. In one form, an inner array with a small effective aperture is
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used for transmission, and an outer array with a large effective aperture is
used for reception. The combination of asymmetric apertures facilitates use
of parallel processing.—RCW

6,790,181

43.80.Vj OVERLAPPED SCANNING FOR
MULTI-DIRECTIONAL COMPOUNDING OF
ULTRASOUND IMAGES

Anming He Cai and Rickard C. Loftman, assignors to Acuson
Corporation

14 September 2004„Class 600Õ443…; filed 13 September 2002

A compound image is formed from frames of ultrasound echo data
acquired with different steering angles. A majority of scan lines for each
frame is pointed in the same relative direction and a minority of the scan

lines is steered at different angles. This realizes benefits of spatial com-
pounding without the need to filter for reduction of scan-line artifacts.—
RCW
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LETTERS TO THE EDITOR
This Letters section is for publishing (a) brief acoustical research or applied acoustical reports,
(b) comments on articles or letters previously published in this Journal, and (c) a reply by the
article author to criticism by the Letter author in (b). Extensive reports should be submitted as articles,
not in a letter series. Letters are peer-reviewed on the same basis as articles, but usually require
less review time before acceptance. Letters cannot exceed four printed pages (approximately 3000–4000
words) including figures, tables, references, and a required abstract of about 100 words.

Help! There are 60 screaming kids in my lab!—Outreach
activities for 5th graders (L)

Corinne M. Darvennesa)

Department of Mechanical Engineering, Tennessee Technological University, Box 5014,
Cookeville, Tennessee 38505-5014

~Received 29 March 2004; revised 14 October 2004; accepted 24 November 2004!

In this letter a day of hands-on activities for 60 5th graders is described in the Acoustics and
Vibrations Laboratory at TTU. This includes the logistics of having 60 kids in the lab and keeping
their attention, a description of each activity, and the equipment used. The purpose of this
publication is to encourage my colleagues to reach out to the next generation of scientists and
engineers, by showing them that a few well-targeted activities do not take a gargantuan effort but
have a big impact. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850072#

PACS numbers: 43.10.Sv@TDR# Pages: 483–485

I. INTRODUCTION

In this letter a day of hands-on activities is described for
60 5th graders in the Acoustics and Vibrations Laboratory at
Tennessee Technological University. Tennessee ranks 42 out
of 50 states in terms of education.1 Most students’ exposure
to science has been in the classroom, by teachers who are
typically intimidated by the subject. Fifth and sixth grades
are good ages to target outreach activities because the chil-
dren are independent enough not to require constant moni-
toring and policing but are not overly affected by confidence
issues yet. The goal for this day was to make the children
realize that science and engineering can be fun and within
their reach.

II. LOGISTICS

Having 60 5th graders in the lab at once entails a little
bit of preparation. First, most kids that age have a short at-
tention span, about 10–15 min, before they start getting rest-
less. Therefore, the activities should last at most 15 min
each. Another consideration is that they should all have a
chance to play with the equipment and fully participate in the
activities. Given the time allotted, that meant a total of ten
activities. Consequently, the teachers divided the students
into ten groups of six prior to arriving at the lab. They chose
to separate the boys from the girls.

College students, both graduate and undergraduate,
make great helpers. They are good role models and show the
kids that a college education is not reserved to a small elite.

Typically, at least one helper is needed per activity and one
chaperone per group~parents and teachers work well for
that!. The ten activities are described in the following sec-
tions. In addition, a mid-morning snack was an enjoyable
break and a good opportunity to experience the ‘‘cocktail
party effect.’’

III. ACTIVITIES

A. Hearing and hearing loss

The purpose of this activity was to teach how the ear
works, and the danger of noise-induced hearing loss. The
tools used included ‘‘Mediacoustic: Teaching acoustics by
computer,’’2 a model of an ear~thanks to a local pediatri-
cian!, and pictures from the JASA calendar. Mediacoustic is
a teaching software package for acoustics that uses multime-
dia techniques combining sound, text, pictures, and anima-
tions to illustrate many acoustic principles, both theoretical
and practical. The module on hearing includes an animation
of the ear when sound impinges on it. It is an effective tool to
explain how the ear works. The animation is complemented
by the model that can be taken apart to show the various
parts of the ear; this is especially useful for haptic learners.

The module titled ‘‘Noise, hearing damage’’ in Media-
coustic is very powerful to show the negative effect of noise
on hearing. It includes audioclips of music as heard via nor-
mal hearing and the same clips filtered to simulate what is
heard by a carpenter who has been exposed to noise for 17
years and by a miner who has been exposed for 35 years.
The pictures of bird hair cells in the JASA calendar help
visualize the hearing loss mechanism. This is a good startinga!Electronic mail: CDarvennes@tntech.edu
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point for discussion about what constitutes noise that is
likely to cause hearing damage. Examples such as loud mu-
sic and hunting or target practice at the shooting range were
brought up by the children as potentially too loud.

B. Hearing protection devices and reverberation

Popping balloons, listening to the time it takes for sound
to decay, and comparing the decay seemed a fun way to
experience two reverberation rooms with very different
acoustic characteristics. To emphasize the lesson learned in
the previous activity, each child was fitted with foam ear-
plugs before going into the reverberation chambers.

C. Sound measurement

The children were put in pairs for this activity and each
pair was given a sound level meter~Larson Davis SLM/
dosimeter model 712!. First, they measured the level of their
voices, then several sound sources were turned on to evaluate
different effects. The measurements took place in a small
machine shop and several electric tools were used as noise
sources. A shop vac was a good source to look at the effect of
distance on sound and also to demonstrate how loud 85 dB is
and to relate sound level to hearing safety. In the next step,
two identical sanders were turned on individually and then
together, to demonstrate dB additions~75 dB175 dB578 dB
was a surprise but, for this age group, we did not discuss log
functions to explain this phenomenon!. The activity ended
with one tool on and sound levels measured next to a wall,
next to a wall/floor corner and, finally, next to a corner be-
tween three surfaces. The measurements showed the ex-
pected 3 dB increase with each additional surface. The chil-
dren also put their ears close to the wall to experience the
increase for themselves.

D. Sound visualization

The purpose of this activity was to visualize sound and
differentiate between time and frequency data. A variety of
sources were used: tuning forks, the voice~although no fifth
grader was willing to sing!, a kazoo, a bell, and a few noise
making toys. The system consisted of Vernier LabPro® in-
terface and microphone, and Logger Pro® software.3 LabPro
interface is a small hand-held data acquisition unit that can
interface with computers, calculators, or PDAs and provides
affordable, clean data. It can interface with up to four analog
and two digital sensors at a time. The software identifies the
type of sensor used and sets up the display automatically. In
the case of a microphone, the time signal is displayed but a
window can easily be added to display a FFT. First, using a
tuning fork, the time axis is adjusted so that the children can
count the number of peaks in 1/10 or 1/100 of a second and
relate that number to the frequency on the FFT display. Dif-
ferent tuning forks show the same type of pattern and the
children can relate the change in frequency to the change in
fork dimensions. You can also discuss what occurs when
using tuning forks of the same frequency made of different
materials. After understanding the relationship between time
and frequency, it is time to play with other noise sources.

E. Screaming contest

A screaming contest was organized in the anechoic
chamber. A teacher was recruited to measure the sound levels
because she knew all the students’ names and could log them
quickly. The sound level meter was a CEL model 275 set on
slow and A weighting. The children were sent in the room
one at a time, fitted with headphones, and allowed to scream
to their heart’s content. Prizes were awarded at the end of the
day for the three loudest levels. Levels over 100 dBA were
not uncommon and the loudest levels were around 106 dBA.

This was a fun way for the kids to release energy half-
way through the day and was by far the most popular activ-
ity. The teachers loved the opportunity to scream at least as
much as did the kids. This type of activity, however, does not
always work well with pre-teens and teens who tend to be
more self-conscious.

F. Visualizing frequency

A couple of strobe lights were available as another
means of visualizing frequency. Moving targets included tun-
ing forks, a motor, a fan, and toys. The strobe light was set to
match the frequencies of the objects, then the motions were
slowed down and ‘‘reversed’’ by slightly increasing and de-
creasing the strobe frequency. Checking all the frequencies
ahead of time is highly recommended, since the students did
not have too much patience hunting for them. Slowing down
the motion of the tuning forks and seeing how much motion
is actually involved is still impressive to that age group.

G. Vibrations

An air track was used to show vibrations of a one
degree-of-freedom system. Various masses and springs were
available to look at their effect on the natural frequency. The
springs were passed around to experience different stiff-
nesses. Finally, a spring was attached to a variable speed
motor to illustrate resonance and beating. Resonance was an
exciting phenomenon to see but that age group had no inter-
est in discussing how this relates to car vibrations and out of
balance tires; that seems to change when they approach driv-
ing age, though.

H. Ultrasound

The Vernier data acquisition systems3 were used with
ultrasonic motion detectors to display position, velocity, and
acceleration. This illustrated the fact that sound is reflected
from objects. Knowing the speed of sound and measuring the
time it takes for the sound to come back, the distance to the
object can be measured. The targets included balls, to illus-
trate free falls; cars on a ramp, for a rolling motion; and a
cup hanging from the ceiling with rubber bands to be used
either as a long pendulum or as a one degree-of-freedom
vibrating system. Letting the children run in front of the
motion detector would have been a better activity for fifth
graders.
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I. Standing waves

One-dimensional standing waves were demonstrated
with a water tube and two different tuning forks. The ampli-
fication of the tones can clearly be heard when an open tube
is moved in and out of the water to a height that matches the
wavelength of the tuning fork. This is a good demonstration
to show the concept of wavelength and its relationship to
frequency. Circular Chladni plates were used to show two-
dimensional waves. The plates were driven by a violin bow.
The children enjoyed touching the edge of the plate with a
finger and watching the nodal lines move with it.

J. Slinky races

This activity, like the screaming contest, was provided to
have a fun break. It took place in a large hallway. Each pair
of children chose a slinky~choices included plastic or metal!
and hung on to one end each. They sat across from each
other at each end of the room with their slinkies stretched on
the floor between them. They were shown how to send lon-
gitudinal and transverse waves, and the effect of tension.
There was a little bit of time for practice, followed by the
races. Prizes were given in each group for the fastest slinky
wave sent across the room.

IV. CONCLUSIONS

The overall format worked well. Groups of six were
often divided in subgroups of two or three, allowing each

child access to all the equipment and full hands-on partici-
pation in all activities. Short activities were a whirlwind for
the activity leaders but the students never had time to get
bored or fidgety. The teachers reported a lot of positive feed-
back. They received appreciative calls from many parents,
which was apparently unusual but very rewarding. Also, sev-
eral students decided they wanted to become engineers or
scientists. This is probably a short-lived interest and more
regular interactions would be needed to sustain it.
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Some comments on Sabine absorption coefficient (L)
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The case of a nonzero reverberation time when all absorptive surfaces in a room have values of
Sabine absorption coefficient of one, the existence of values of the coefficient that are larger than
one, and the difference of the coefficient from the statistical absorption coefficient, are well known.
So far, the reasons for these phenomena are still unclear. This letter provides a new perspective to
the classical problem of sound absorption where physical interpretations of the Sabine absorption
coefficient are given for different types of absorptive surface and conditions of the sound field in
rooms. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1810237#

PACS numbers: 43.55.Br, 43.55.Dt, 43.55.Ev@NX# Pages: 486–489

I. INTRODUCTION

The concept of sound absorption coefficient has been
used in various reverberation formulas. The coefficient was
defined as the ratio of sound energy absorbed by the surface
to the sound energy incident on the surface regardless of the
formulas used. However, experimental data from the early
work by Morriset al.1 showed that not only different formu-
las give different values of the absorption coefficient of the
same surface in a room, but individual formulas also produce
a considerable variation in the coefficient of the same surface
when measured in different rooms. The same observations
would also be obtained from those different reverberation
times in rooms that were calculated by various formulas for
the same value of absorption coefficient as presented by
Neubauer.2

Sixty-five years ago, Hunt3 has pointed out that under
the present definition of the term ‘‘sound absorption coeffi-
cient,’’ there is little justification for considering it as a
unique or fully measurable/resolvable property of absorptive
surfaces in nonanechoic rooms. The reason is because indi-
vidual surfaces in the rooms are not acoustically isolated.
Therefore, he suggested that the coefficient should be as-
signed an explicit meaning when its value is calculated by
inserting into a specific formula, values of certain parameters
that are obtained under specified conditions. He also recom-
mended the use of the term ‘‘chamber coefficient’’ because
the absorption coefficient is a function of the room in which
the measurement is made. The explicit meaning would deny
the presumption that the same formula and the same value of
the coefficient will always predict accurately the reverbera-
tion time in different rooms.

The Sabine equation has been accepted in various stan-
dards for the measurements of reverberation time and ab-
sorption coefficient. But, comparisons have always been
made between the reverberation times in a room predicted by
this equation and by other means using values of absorption
coefficient that were obtained/calibrated in other rooms.
When there were discrepancies in the results, the conclusion
drawn was almost always adverse on the Sabine equation.
Thus, if the sound absorption coefficient is not a fully
resolvable/quantifiable property under its present definition

as stated by Hunt,3 and the Sabine coefficient exists in the
Sabine equation only as a parameter of inverse proportional-
ity to the reverberation time, then the use of this equation
depends on how the Sabine coefficient is defined and deter-
mined. In other words, the Sabine absorption coefficient is a
major source of uncertainty in the application of the Sabine
equation, and its definition must first be resolved. Hence, it is
necessary to understand the physical representation of the
values of this coefficient for different sound-field conditions.

In this letter, an analytical and a numerical comparison
are made between the statistical absorption coefficient~also
known as random-incidence absorption coefficient! and the
Sabine absorption coefficient. In the latter comparison, val-
ues of both absorption coefficients are obtained for different
reverberation times and background absorption in rooms.
The background absorption is defined as the sound dissipa-
tion in the rooms when the absorptive surface of interest is
not present. The statistical absorption coefficient is calcu-
lated by the Eyring equation and defined as the ratio of ab-
sorbed to incident sound energy of a diffuse sound field.
Based on the similarity and the difference between both ab-
sorption coefficients, and a review of some previously de-
rived expressions in the form of the Sabine equation, physi-
cal interpretations of the Sabine absorption coefficient are
provided for locally and modally reactive absorptive surfaces
and for both diffuse and nondiffuse sound fields.

II. STATISTICAL ABSORPTION COEFFICIENT AND
SABINE ABSORPTION COEFFICIENT

Consider the mean energy of the sound field in a room at
time t, E(t), which is space-averaged over excitation and
measurement locations in the room. Correspondingly, letā
denotes the mean absorption coefficient, which describes the
ratio of the average absorbed to the average incident energy
in a given decay range of the sound field. So,ā represents
the average or global dissipativity in the entire sound field
that corresponds to all combinations of excitation and mea-
surement positions rather than a local dissipativity that cor-
responds to an individual combination. IfE0 is the initial
sound energy at the start of the decay range att5t0 , and
there are an average ofN reflections from all absorptive sur-
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faces in the room aftert2t0 seconds, thenE(t)5E0(1
2ā)N for t>t0 , whereN5(t2t0)n and n is the average
number of reflections per second. In the special case when
the sound field is diffuse, the latter is denoted asndif and
given by4 ndif5c0AT/4V0 ~i.e., the mean free path is
4V0 /AT). c0 is the speed of sound in air,AT is the total area
of the absorptive surfaces, andV0 is the volume of the room.
A diffuse sound field means that the sound intensity at each
observation point is equal in all directions after each reflec-
tion, where sound waves travel with an equal probability in
every direction. Since this condition is a subset of an ergodic
sound field, the term ‘‘diffuse’’ is more specific and widely
used than ‘‘ergodic’’@ergodicity has been well explained in
the literatures~e.g., Ref. 5!#. Under the diffuse condition, the
mean statistical absorption coefficient,āSt, is defined and
the energy is given by Edif(t)5E0(12āSt)

(t2t0)ndif

5E0e(t2t0)ndif ln(12āSt). By taking logarithmic and multiply-
ing by a factor of 10, 10 logEdif(t)510(t2t0)ndif ln(1
2āSt)loge110 logE0, where210ndif ln(12āSt)loge(dB/s)
is the energy decay rate. This rate can be written as
21.086c0AT ln(12āSt)/V0 after the substitution ofndif by its
expression. When the decay is extrapolated to 60 dB, the
time taken for a 60-dB decay is thus given by

T60,Eyr5255.3V0 /c0AT ln~12āSt!. ~1!

Equation~1! is the Eyring equation. From a series expansion,
2 ln(12āSt)5āSt1āSt

2 /21āSt
3 /31āSt

4 /41¯, and if only the
first term of the series is considered,6 then a different 60-dB
decay time would be obtained by Eq.~1!. By denoting this
decay time asT60,Sab and replacingāSt by āSab, Eq. ~1!
becomes

T60,Sab555.3V0 /c0ATāSab, ~2!

which is the Sabine equation.āSab is called the mean Sabine
absorption coefficient.

Figure 1 shows the variation ofT̄60,Eyr and
T̄60,Sab, respectively, with āSt and āSab.
T̄60,Eyr(5c0ATT60,Eyr/55.3V0) is a nondimensionalT60,Eyr

and T̄60,Sab(5c0ATT60,Sab/55.3V0) is a nondimensional
T60,Sab. It can be seen thatT60,Sabis nonzero whenāSab51.
Also, T60,Eyr andT60,Sabagree well only when the values of
the absorption coefficients are small. This observation can be
explained by the series expansion of ln(12āSt) that for small
values ofāSt, all higher-order terms in the series are negli-
gible and thus,2 ln(12āSt)'āSt. So,T60,Eyr'T60,Sabwhen
the value ofāSab is also small. The result agrees with the

remark of Joyce6 that the Sabine equation yields an exact
reverberation time in an ergodic sound field when the surface
absorptivity is weak. It is also consistent with those of
Hodgson7 which showed the values of sound absorption co-
efficient of an absorptive surface in a diffuse sound field
obtained by the Eyring and the Sabine equations are close to
each other when the surface absorption is low.

Consider a room withM different absorptive surfaces.
The statistical absorption coefficient of thekth surface,aSt,k ,
can be written in such a way that4

āSt5S AkaSt,k1 (
i 51

M21

AiaSt,i D Y AT1aair5āSt,k1āSt
B .

~3!
āSt

B describes the background absorption of sound in the
room and includes the air absorption,aair . Ak and āSt,k are
the area and area-weighted statistical absorption coefficient
of the kth surface. By using Eq.~1! to substitute forāSt,

āSt,k512e21/T̄60,Eyr2āSt
B . ~4!

By expanding the exponential term in a series, Eq.~4! can be
reexpressed as

āSt,k51/T̄60,Eyr21/2T̄60,Eyr
2 11/6T̄60,Eyr

3 21/24T̄60,Eyr
4 1¯

2āSt
B . ~5!

Similarly, the Sabine absorption coefficient of thekth sur-
face,aSab,k , can be written in such a way that

āSab5S AkaSab,k1 (
i51

M21

AiaSab,i D Y AT1aair

5āSab,k1āSab
B , ~6!

where āSab,k is the area-weighted Sabine absorption coeffi-
cient of the surface andāSab

B describes the background ab-
sorption. By using Eq.~2! to substitute forāSab,

āSab,k51/T̄60,Sab2āSab
B . ~7!

Equations~4! and ~7! indicate thatāSt,k and āSab,k do not
only depend on the nondimensional reverberation time of the
room, but also the background absorption. Thus, if two dif-
ferent rooms have different background absorption, the ab-
sorption coefficients would have different values even the
reverberation times of the rooms are equal when the same
surface is tested. Figure 2 shows the variation of both ab-

FIG. 1. Variation of the normalized reverberation times with the mean sta-
tistical and Sabine absorption coefficients.

FIG. 2. Variation of the statistical and Sabine absorption coefficients of the
kth surface with the normalized reverberation times for three different back-
ground absorptions.
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sorption coefficients with the reverberation time for three
different values of background absorption. It is obvious that
āSab,k agrees well withāSt,k only if the reverberation time is
long and the background absorption is low. This observation
can be explained as follows. For a given background absorp-
tion that is low, the higher-order terms ofT̄60,Eyr in Eq. ~5!
are negligible when the reverberation time is long. So,āSt,k

'1/T̄60,Eyr2āSt
B . Since this approximation is in the same

form as Eq.~7!, the values ofāSt,k and āSab,k are close to
each other for the same reverberation time and background
absorption. However, if a given background absorption is not
low, the value of 1/T̄60,Eyr2āSt

B in Eq. ~5! is comparable or
much smaller than the total of the higher-order terms for both
small and large values ofT̄60,Eyr. Therefore, as can be seen
in Fig. 2, the discrepancy betweenāSt,k andāSab,k increases
with the background absorption, and is consistently large for
a high background absorption. Also, some combinations of
low values of T̄60,Sab and āSab give large values ofāSab,k

whereaSab,k can exceed one.
Based on the above comparison with the results of Ey-

ring equation, the present definition of sound absorption co-
efficient~but under the condition of a diffuse sound field! can
be used for the Sabine absorption coefficient of an absorptive
surface in a room,aSab, only if both the surface and back-
ground absorptions are low such that the reverberation time
of the room is long. When the surface and/or background
absorption is not low such that the reverberation time is
short, this interpretation foraSab is no longer valid.
Hodgson7 has concluded that the Eyring equation is more
consistent than the Sabine equation in the prediction of a
diffuse-field sound absorption coefficient. In fact, it can be
seen from Eq.~1! that the Eyring equation constrains the
value of āSt to between 0 and 1 which complies with the
definition of sound absorption coefficient. On the contrary,
this definition has been violated when higher-order terms are
not included in the derivation of the Sabine equation as men-
tioned above. So, the value ofāSab becomes unconstrained
@see Eq.~2!#. From Eq.~2!, it is obvious thatāSab51 does
not give a zero reverberation time and the equation allows
the value ofāSab to be greater than 1. The latter was fre-
quently encountered in both numerical and experimental
studies. Hence,aSab51 does not imply a fully absorbent
surface. The foregoing explanation can be further justified
using the energy decay rate,d@NāE(t)#/dt. This rate can be
written as āE(t)dN/dt only if āE(t) varies slowly with
time whereā has to be small. By replacingā with āSaband
dN/dt with ndif5c0AT/4V0 , āE(t)dN/dt was often used in
previous works to derive the decay rate for the Sabine equa-
tion asc0ATāSab/4V0 . Since one has already made an im-
plicit assumption of a smallāSab when āSabE(t)dN/dt is
used,āSabwill violate the definition of sound absorption co-
efficient if this assumption is neglected during the derivation
of the Sabine equation. Thus, the Sabine absorption coeffi-
cient has different physical meanings when the surface
and/or background absorption is not low such that the rever-
beration time is short and the sound field is not diffuse.

For a general sound field in a room, the 60-dB decay
time of the sound field in a band of center frequencyv0 is

given by T6054.4p/hacv054.4p/Dv3 dB. hac is the aver-
age loss factor of acoustic modes in the band andDv3 dB is
the average half-power bandwidth of the modes. By equating
this expression to Eq.~2!, Lyon8 provided a way to describe
āSab in terms ofDv3 dB or the modal-overlap factor of the
sound field,Ma , where

āSab54V0Dv3 dB/c0AT54V0Ma /c0ATna~v!. ~8a!

na(v) is the modal density of the sound field. From Eq.~8a!,
āSab can be interpreted as a nondimensional average half-
power bandwidth of the acoustic modes or a normalized
modal-overlap factor of the sound field. IfDv3 dB

B and Ma
B

denote the half-power bandwidth and modal-overlap factor
that correspond to the background absorption, it can be
shown from Eqs.~6! and ~8a! that

āSab,k54V0@Dv3 dB/AT2Dv3 dB
B /~AT2Ak!#/c0

54V0@Ma /AT2Ma
B/~AT2Ak!#/c0na~v!, ~8b!

where āSab,k can be interpreted as the change in the half-
power bandwidth or modal-overlap factor of the sound field
due to the absorption by the surface. The description ofaSab

of an absorptive surface in terms of its acoustical properties
depends on whether the surface is locally reactive or modally
reactive.

III. aSab OF LOCALLY REACTIVE AND MODALLY
REACTIVE SURFACES

By using the eigenfunction of acoustic modes in en-
closed spaces, Morse9 derived expressions for the 60-dB de-
cay time of individual modes of a rectangular room and a
cylindrical room in the form of the Sabine equation. Locally
reactive absorptive surfaces in the rooms were considered
where the absorption of each surface is described by its spe-
cific acoustical impedance,z. As illustrative examples, cases
of uzu@1 are presented here. For the rectangular room, the
decay time of theith mode with indices of (u,v,w) in thex,
y, andz directions is9

Tai555.3V0 /c0~«uax1«vay1«waz!, ~9a!

am5 (
kPm wall

8AkReal@1/zk#. ~9b!

In Eq. ~9a!, «u , «v , «w5 1
2 if u, v, w50 and«u , «v , «w

51 if u, v, w.0. zk is the specific acoustical impedance of
the kth surface on them-wall where m5x, m5y, and m
5z, respectively, denote the walls that are perpendicular to
the x, y, andz axis. For the cylindrical room,

Tai555.3V0 /c0$«waz1ar /@12~u/pbuv!2#%, ~10!

wherem5r denotes the cylindrical wall andm5z denotes
the walls at both ends of the room.buv describes the eigen-
value of theith mode with indices of (u,v), and its values
for various combinations ofu andv are well documented in
the literatures~e.g., Ref. 9!.

When the sound field is dominated by a single acoustic
mode, comparisons of Eqs.~2! and ~6! with Eqs. ~9a! and
~10! yield aSab,k58«qReal@1/zk# (q5u, v or w! if the kth
surface is on any of the walls in the rectangular room or the
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ends of the cylindrical room. If the surface is on the cylin-
drical wall, then aSab,k58Real@1/zk#/@12(u/pbuv)2#.
These expressions show thataSab,k depends on both the
mode type and the impedance of the surface. As a result,
aSab,k varies with the reverberation time, the background ab-
sorption, and the location of the surface in the room. The
reverberation time and background absorption are also im-
plicit in the impedance. It can be shown that these three
dependences ofaSab,k persist even when the sound field is
controlled by a few acoustic modes. In this case,aSab,k rep-
resents the average dissipation of energy in the modes by the
surface. At low or medium frequencies, the mode types for
the rectangular room are mainly axial, tangential, and ob-
lique in combinations, and a mixture of low- and high-order
modes for the cylindrical room. These mode types have large
differences in the values of«q and 12(u/pbuv)2. At high
frequencies, most of the modes in the rectangular room are
oblique, while in the cylindrical room, high-order modes are
dominant. In this case,«q51 and 12(u/pbuv)2'1 for
most of the modes. Thus,aSab,k is independent of the mode
type ~i.e., a feature of a diffuse sound field! and only depen-
dent onzk . From the preceding discussion,aSabof a locally
reactive surface can be interpreted in terms of mode type and
the specific acoustical impedance of the surface.

As far as a modally reactive surface is concerned, Pan
and Bies10 have used the concept of loss factor to obtain a
physical interpretation foraSabof the surface. By solving the
quasi-transient energy-balance equations of a vibrating struc-
ture and the sound field in a room, the decay rate of the
sound field can be expressed in the form of the Sabine equa-
tion whereaSab of the structure was derived as10

aSab'2V0v0@ha1hs1has1hsa

2A~ha1has2hs2hsa!
214hashsa

22ha#/c0As . ~11!

In Eq. ~11!, As is the surface area of the structure,ha is the
internal loss factor of the sound field that describes the back-
ground absorption, andhs is the internal loss factor of the
structure that describes the energy dissipativity in the struc-
ture without the influence of the sound field.has is the cou-
pling loss factor from the sound field to the structure that
describes the sound absorptivity by the structure, andhsa is
the coupling loss factor from the structure to the sound field
that describes the sound radiativity from the structure.hsa is
directly proportional to the radiation efficiency of the struc-
ture,s rad.10 It is obvious thataSabdoes not only account for
the sound absorption by the structure, but it also includes the
sound radiation when the structure is vibrating. In other
words,aSab of a modally reactive surface can be interpreted
in terms of acoustical properties of the sound field and the
surface described byha andhs , as well as the sound absorp-
tion and radiation of the surface described byhas andhsa .

IV. CONCLUSIONS

Physical meanings of the Sabine absorption coefficient,
aSab, have been explained for different types of absorptive

surface and conditions of the sound field in a room. In all
cases,aSab represents the mean/global dissipativity of sound
energy that is space-averaged over excitation and measure-
ment locations in the room for a given decay range. It can be
interpreted as the ratio of absorbed to incident sound energy
of a diffuse sound field only if the surface and background
absorptions in the room are small such that the reverberation
time of the sound field is long. The reason is because the
present definition of sound absorption coefficient has been
violated in the derivation of the Sabine equation. However,
the Sabine absorption coefficient can still be used as a dissi-
pation factor in a general sound field. The mean Sabine ab-
sorption coefficient,āSab, associated with all dissipations of
sound in a room, can be interpreted as a nondimensional
average half-power bandwidth of acoustic modes in the band
of interest or a normalized modal-overlap factor of the sound
field. The area-weighted Sabine absorption coefficient of the
kth surface,āSab,k, can be interpreted as the change in the
half-power bandwidth or modal-overlap factor due to the ab-
sorption by the surface. For a locally reactive surface, its
aSab can be interpreted in terms of its acoustical impedance
and the type of acoustic modes that dominate the sound-field
decay. On the other hand,aSabof a modally reactive surface
can be interpreted in terms of the internal and coupling loss
factors of the sound field and the surface. SinceaSab has
different physical meanings and depends on acoustical prop-
erties of both the surface and the room as well as the location
of the surface, it is definable only within the Sabine equation.
These also suggest that a different name foraSab should be
employed~e.g., Sabine absorption factor! to avoid the use of
the words ‘‘absorption coefficient,’’ which can lead to the
presumption thataSab has the definition of sound absorption
coefficient. This presumption can cause the use of the Sabine
equation to be problematic.
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A note on pure-tone masking by broadband noise under
free-field and insert-phone conditions (L)

Adrianus J. M. Houtsma
U.S. Army Aeromedical Research Laboratory, Fort Rucker, Alabama 36362-0577a)

~Received 31 August 2004; revised 18 October 2004; accepted 3 November 2004!

Free-field experiments on masking of low-frequency tones by broadband noise, as reported by
Fidell, et al. @J. Acoust. Soc. Am.73, 628–638~1983!# should, in principle, yield the same results
as the recently reported insert-phone experiment by Houtsma@J. Acoust. Soc. Am.115, 967–970
~2004!#. Indeed, if Fidellet al.’s data are converted to critical ratios and compared with the recent
insert-earphone results, both turn out to be quite similar and significantly different from Hawkins
and Stevens’ classical critical ratio results.@DOI: 10.1121/1.1841611#

PACS numbers: 43.66.Dc@NFV# Pages: 490–491

Recently, Houtsma~2004! reported new critical ratio
measurements, performed with insert earphones, which
yielded low-frequency results that were substantially differ-
ent from the classical results of Hawkins and Stevens~1950!.
Since then, Fidell and Horonjeff have pointed out in private
communication that a study by their team~Fidell et al.,
1983!, which had similar general aims and was referenced in
Houtsma ~2004!, was performed under free-field listening
conditions. Because free-field presentation is another way to
circumvent acoustic coupling losses at low frequencies, it
seems logical for them to have found a critical ratio~CR!
function similar to ours, and substantially different from the
CR function of Hawkins and Stevens. Indeed, the minimum
of CR estimates measured with supra-aural phones, shown in
Fig. 1 of Fidell et al. ~1983!, appears to occur at a higher
frequency~about 300 Hz! than the minimum of their free-
field CR estimate shown in Fig. 4~about 200 Hz!. Thus, the
CR results reported by Houtsma and by Fidellet al. appear
similar, at least qualitatively.

A more precise and quantitative comparison is shown in
Fig. 1, which is for the most part identical to Fig. 2 of Hout-
sma~2004!. It shows the insert phone obtained CR estimates
~filled circles! obtained by Houtsma~2004!, a linear fit to
these data between 90 and 1000 Hz~solid line!, and the
classical CR function of Hawkins and Stevens~dashed line!.
In addition, six of the seven data points of Fidellet al.’s
~1983! study 1, displayed in their Table II and Fig. 4, are
shown as crosses~a seventh data point, also measured at 125
Hz, was omitted!. To convert Fidellet al.’s masked thresh-
olds to CRs, a constantk value of 0.5 was assumed in order
to obtain an approximate best fit, using Eq.~1! from Hout-
sma~2004!.

Fidell et al.’s ~1983! data, replotted in Fig. 1, appear to
be quite consistent with Houtsma’s~2004! results for fre-
quencies above 90 Hz. Both data sets are clearly different
from the classical CR estimates of Hawkins and Stevens
~1950! and later replications~Fletcher, 1953; Green, McKey,
and Licklider, 1959!, all performed with supra-aural head-

phones. Thus, Fidell and his team deserve recognition for
having done the CR masking experiment in a physically
more controlled manner than most or all of their predeces-
sors. The fact, however, that they did not explicitly point at
the difference that such stimulus control makes, is the main
reason for the present letter.

The results of the studies by Fidellet al. ~1983! and
Houtsma~2004! differ in at least two respects. One differ-
ence is that, at frequencies below 100 Hz, the apparent ‘‘up-
turn’’ of Fidell et al.’s ~1983! CR estimates appears to
progress at a somewhat gentler rate. This may be the result of
the higher level of the low-pass masking noise used for the
40- and 63-Hz signals. This upturn below 100 Hz could re-
flect a systematic change in detection efficiency, as quanti-
fied by thek value in Houtsma~2004!, Eq. ~1!, or it could
reflect a gradual breakdown of the simple power spectrum
model of Eq.~1! when, at very low frequencies, the signal
detection process may become dominated by factors other
than the noise power in a certain cochlear passband. The
upturn should not be interpreted as evidence for a widening
of the critical band at low frequencies, since estimation of
auditory bandwidth from broadband masking data assumes
that the power spectrum filter model is valid and that it is the
sole cause of signal audibility. In fact, modern notched-noise
masking techniques, that allow separate and independent es-
timates of a filter’s width and detection efficiency, have pro-
vided evidence for a continuously decreasing auditory filter
bandwidth down to 100 Hz~Glasberg and Moore, 1990;
Moore and Sek, 1995!.

Another difference with the Fidellet al. ~1983! study is
that thek function used by Houtsma~2004! to reconcile CR
and ERB~equivalent rectangular bandwidth! measures is not
U-, but rather L-shaped. Its flat slope~i.e., constantk) at high
frequencies appears consistent with two classical notions that
~a! the human auditory filter bank approaches an approxi-
mate constant-Q system for frequencies above 1000 Hz
~Zwicker and Feldtkeller, 1967; Glasberg and Moore, 1990!,
and that~b! thresholds for pure tones masked by broadband
noise tend to increase by 3 dB per octave at high frequencies
~Hawkins and Stevens, 1950!. Results from recent simulta-
neous and forward masking experiments with notched-noise
maskers, in which masking and suppression effects can be

a!The opinions, interpretations, and conclusions contained in this letter are
those of the author and are not necessarily endorsed by the U.S. Army
and/or Department of Defense.
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separated, seem to suggest that cochlear bandwidth increases
more slowly than proportionally with increasing frequency
between 1000 and 8000 Hz~Oxenham and Shera, 2003!. In
that case, a 3-dB per octave increase in broadband masked
thresholds can only be explained by a decreasing detection
efficiency between 1 and 8 kHz, leading to a U-shapedk
function. This would be consistent with Fidellet al.’s ~1983!
findings, and also with a recent analysis of Baker, Rosen, and
Darling’s ~1998! data provided by Glasberg and Moore
~2000!.

Finally, it should be clear that simultaneous broadband
masking data are insufficient for teasing apart the separate
effects of auditory filter bandwidth and detection efficiency,
both as a function of frequency. Their effects are always
intertwined, and estimates of one can only be made if certain
assumptions are made about the other. Nevertheless, with the
emergence of new experimental techniques that are capable
of yielding independent estimates of aural resolution and de-
tection efficiency~e.g., Glasberg and Moore, 1990; van de

Par and Kohlrausch, 1999; Oxenham and Shera, 2003!, the
combination of new results should always remain consistent
with results from simultaneous broadband masking experi-
ments, provided that these are sufficiently free of measure-
ment artifacts.
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Acoustical wave propagator for time-domain dynamic stress
concentration in a plate with a sharp change of section
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The acoustical wave propagator technique is applied to study the time-domain dynamic stress
concentration in a two-dimensional flexible plate with a sharp change of section. As a wave packet
approaches the plate discontinuity where the sharp change of thickness is introduced, the spatial
interference patterns in the displacement of the plate and internal stresses vary with time. The
constructive interference of stresses is referred to as time-domain stress concentration. The
superposition of wave fronts of incident and reflected wave packets is used to explain the spatial
distribution of the interference patterns. The increase of dynamic stress near the vicinity of the
discontinuity boundary of the plate is studied as a function of time and the thickness ratio of the
plates. © 2004 Acoustical Society of America.@DOI: 10.1121/1.1823231#
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I. INTRODUCTION

The development of damage identification techniques
for vibrating structures such as ships and aircraft structures
has become a focus of substantially growing research efforts.
The prediction of dynamic stress in these structures may help
to understand mechanisms associated with the damage, and
to develop tools for detecting them. Of these structures, the
study of dynamic stress concentration at the sharp change of
sections of a plate has generated some interesting results.
Ungar1 utilized statistical energy analysis~SEA! to estimate
the average mean square stress in mechanical systems sub-
jected to a broad frequency band excitation. He demonstrated
that dynamic stress concentration was an increase in dy-
namic stress at a boundary or a discontinuity due to evanes-
cent wave effects. Stearn2,3 studied the concentration of dy-
namic stress in an infinite flat plate at a change of section.
Depending on its angle of incidence with respect to the
change, a bending wave in such plates may be subjected to
partial or total reflection, the resulting interference leading to
the stress concentration. Panet al.4 studied the spatial varia-
tion in dynamic stress in finite beams subjected to different
boundary conditions and broadband excitation at a point. It
was shown that the stress spatial distribution depended on
the driving force location, frequency characteristics, and
boundary conditions. Cortinez and Laura5 examined vibrat-
ing rectangular plates with discontinuously varying thickness
by means of the Kantorovich extended method. Lee and
Bergman6 introduced an elemental dynamic flexibility
method to formulate and solve the free and forced vibration
problems of stepped Euler–Bernoulli beams and stepped
rectangular thin plates. Shankar7 utilized SEA and finite ele-
ment analysis models to study the dynamic stress concentra-
tion factors of a flat plate. However, all these studies focused
on the stress distributions in the vicinity of discontinuities in
the frequency domain. There is still the need for effective

and accurate methods to investigate the time-domain wave
scattering and dynamic stress concentration, as many practi-
cal stress problems are essentially transient. Some work has
been done for transient wave propagation in a plate with
irregularities. Liu and his colleagues8,9 introduced a strip el-
ement method for the transient analysis of symmetric lami-
nated plates. They also presented a local point interpolation
method for stress analysis of two-dimensional solids.
Hayashi10 with co-workers11 used the semianalytical finite
element method to investigate wave propagation in lami-
nated plates with delamination. Galan and Abascal12 intro-
duced a hybrid boundary element–finite element technique
in Lamb wave scattering by defects in homogeneous isotro-
pic plates. Songet al.13 investigated transmission and reflec-
tion of guided waves in an overlap plate. Pan and Wang14

extended the work by Tal-Ezer and Kosloff15 and developed
the method of acoustical wave propagator~AWP! for inves-
tigating the propagation and scattering of a one-dimensional
acoustic wave packet. The AWP method combines the
Chebyshev polynomial expansion and fast Fourier transfor-
mation, and allows effective and accurate prediction of wave
packet evolution with large time steps.

Most recently, Penget al.16 investigated wave propaga-
tion, coefficients of reflection and transmission in a one-
dimensional stepped beam by using the AWP technique.
They derived the exact analytical solution of a stepped beam
under a Gaussian impulse excitation, and compared the pre-
dicted results obtained by the AWP technique with these ex-
act solutions. The time-domain analysis shows a general un-
derstanding of wave propagation and scattering in a simple
one-dimensional structure with a discontinuity. The motiva-
tion of this paper mainly focuses on the AWP method to
flexible wave motion in two-dimensional~2D! plates and
applying this method to study the time-domain dynamic
stress concentration in a plate with a sharp change of section.
The superposition of wave fronts of incident and reflected
wave packets is used to explain the spatial location of the
interference patterns. The effects of the thickness ratio of thea!Electronic mail: pan@mech.uwa.edu.au
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plates on dynamic stress distribution near the vicinity of the
discontinuity boundary of the plate are studied in detail.

II. STEP PLATE MODEL AND ACOUSTICAL WAVE
PROPAGATOR

A portion of a stepped plate model is illustrated in Fig.
1. This model consists of two thin and homogeneous, elastic,
and isotropic subplates of the same material and semi-infinite
size, with uniform thicknesses ofh1 and h2 , respectively.
The middle plane of this structure is chosen to be thexy
plane. The boundary conditions then becomesz50, txz

50, and tzy50 at the z56h1/2 and z56h2/2 planes,
wheresz , txz , and tzy are the normal and shear stresses,
respectively. Only bending waves in the plate are considered
and they are treated as two-dimensional waves. As illustrated
in Fig. 1, a plate may be subjected to a distributed and time-
dependent external pressure loadP(x,y,t) or an initial dis-
turbance as initial conditions. The moments and shear forces
due to internal stress resultants in the plate are then generated
as responses to the external force and/or initial disturbance.
Two kinds of moments, bending momentsMx andM y , and
twisting momentsMxy andM yx , are involved.

Based on the hypotheses concerning the kinematics of
deformation by the classical Kirchhoff’s thin plate theory, let
Rx , Ry , andRxy be the radius of curvature of the displaced
plate element in the planes parallel to thexz, yz, and xy
planes, respectively. If small deflections and slopes are as-
sumed, the corresponding curvatures can be approximated by
2 ]2W/]x2 , 2 ]2W/]y2, and 2 ]2W/]x]y , where
W(x,y,t) is the displacement of the plate in thez direction.
The strain at distanceRx , from the neutral plane will be
proportional toz, as described in the classical Kirchhoff’s
thin plate theory. The strain components are then given by17

«x52z
]2W

]x2 , «y52z
]2W

]y2 , «xy52z
]2W

]x]y
, ~1!

wherez is as a function of

h~x,y!5H h1 2x1<x<0

h2 0,x<x2
,

h1 andh2 denote the thickness of subplate 1 and subplate 2,
respectively.

Thus, the stresses are determined by

sx52
Ez

12y2 S ]2W

]x2 1y
]2W

]y2 D ,

sy52
Ez

12y2 S ]2W

]y2 1y
]2W

]x2 D , sxy52
Ez

11y S ]2W

]x]yD ,

~2!

whereE and y are, respectively, the Young’s modulus and
Poisson’s ratio of the plate.
The principal stresssP as a function ofz and the displace-
mentW(x,y,t), is calculated by18

sP5
sx1sy

2
1

A~sx2sy!214~sxy!
2

2
. ~3!

The bending and twisting moments are given by

Mx52D~x,y!S ]2W

]x2 1y
]2W

]y2 D ,

M y52D~x,y!S ]2W

]y2 1y
]2W

]x2 D , ~4!

Mxy52D~x,y!~12y!
]2W

]x]y
,

where

D~x,y!5
Eh3~x,y!

12~12y2!

is the flexural rigidity of the plate.
A state vectorf consisting of the velocityV(x,y,t), the

bending momentsMx(x,y,t), M y(x,y,t), and one of the
twisting momentsMxy(x,y,t) of the plate element is selected
to derive the acoustic wave propagator for flexural waves in
a thin plate with a sharp change of section. Based on the
moments and displacement relationship in thez direction and
the flexural wave equation in a two-dimensional plate, we
obtain the system state equation:

]

]t F V~x,y,t !
Mx~x,y,t !
M y~x,y,t !
Mxy~x,y,t !

G52ĤF V~x,y,t !
Mx~x,y,t !
M y~x,y,t !
Mxy~x,y,t !

G , ~5!

where

FIG. 1. Illustration of a stepped plate model.
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Ĥ53
0 2

1

rh~x,y!

]2

]x2 2
1

rh~x,y!

]2

]y2 2
2

rh~x,y!

]2

]x]y

D~x,y!S ]2

]x2 1y
]2

]y2D 0 0 0

D~x,y!S ]2

]y2 1y
]2

]x2D 0 0 0

D~x,y!~12y!
]2

]x]y
0 0 0

4 , ~6!

wherer is the density of the plate.
Equation~5! with respect to time can be written in the

form

f~x,y,t !5e2(t2t0)Ĥf~x,y,t0!, ~7!

wheree2(t2t0)Ĥ is defined as the acoustical wave propagator.
The state vectorf(x,y,t) at instantt can be evaluated

by the operation of the acoustical wave propagator acting
upon the initial state vectorf(x,y,t0). The boundary and
spatial variation of the acoustical media are readily included
in the system operatorĤ by defining the parameters in
Ĥ(D(x,y),E,y,r,h(x,y)) as functions of position.

III. IMPLEMENTATION OF THE AWP

The implementation of the AWP has been discussed in
detail in Refs. 14 and 19. From Eqs.~1!, ~2!, ~4!, and~7!, we
are able to obtain complete information about the whole sys-
tem @W(x,y,t), V(x,y,t), Mx , M y , Mxy , «x , «y , «xy , sx ,
sy , andsxy] in the time domain by propagating the expo-
nential propagator over the initial state for a length of time.
Furthermore, we can obtain the principal stress distribution,
particularly near the vicinity of discontinuities. To implement
the AWP, the system operatorĤ needs to be normalized to
ensure a convergent Chebyshev polynomial expansion,

Ĥ85
Ĥ

lmax
, ~8!

wherelmax denotes the maximum eigenvalue of the system
operator. Then the acoustical wave propagator is expanded in
Chebyshev polynomials of the first kind. Equation~7! can be
approximated by a sum ofN11 polynomials,

f~x,y,t !5e2(t2t0)Ĥf~x,y,t0!

' (
n50

N

an~R!Tn~Ĥ8!f~x,y,t0!, ~9!

where R5(t2t0)lmax; Tn denotes the Chebyshev polyno-
mial of degreen. The expansion coefficientsan are obtained
by utilizing the modified Bessel function of the first kind.
an(R)52I n(R) except a0(R)5I 0(R) and I n(R) is the
nth-order modified Bessel function of the first kind.

Thus the AWP operation becomes the application of the
normalized system operatorĤ8 on the initial state vector,
which mainly involves the evaluation of spatial derivatives.

A fast Fourier transformation scheme is adopted to evaluate
the spatial derivatives. Therefore, the calculation of the spa-
tial derivatives of functionf(x,y,t) is obtained by the fol-
lowing inverse Fourier transformations:

]2

]x2 f~x,y,t !5F21$~ jkx!
2F@f~x,y,t !#%,

]2

]y2 f~x,y,t !5F21$~ jky!2F@f~x,y,t !#%, ~10!

]2

]x]y
f~x,y,t !5F21$~ jkx!~ jky!F@f~x,y,t !#%,

where F21$ % and F@ # represent the inverse Fourier transfor-
mation and Fourier transformation, respectively;kx and ky

are the wave numbers as inejkxx andejkyy, respectively.
The sampling interval is chosen to represent the highest

frequency component of interest in the medium. When the
spatial sampling intervals ofDx andDy are given, the maxi-
mum bending wave numberkBmax

can be calculated by

AS p

DxD 2

1S p

DyD 2

.

Accuracy and computational efficiency of this
Chebyshev-Fourier scheme have been examined by the com-
parison of the predicted results obtained by the AWP tech-
nique with the exact analytical solutions and other numerical
methods. More details are described in Refs. 14 and 19. In
this paper, we focus on the features of time-domain stress
concentration and the effect of the thickness ratio of the
plates on the concentration.

IV. RESULTS AND DISCUSSION

The following initial state vector was selected:

f~x,y,0!5F 0
Mx~x,y,0!

M y~x,y,0!

Mxy~x,y,0!

G , ~11!

whereMx(x,y,0), M y(x,y,0) andMxy(x,y,0) are related to
the initial displacement,

W~x,y,0!5W0 expS 2
[(x2x0)21(y2y0)2]

4s0
2 D ;
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W0 and s0 represent the magnitude of the initial displace-
ment and a Gaussian factor, respectively.

In using the acoustical wave propagator technique, the
boundary of waves is described in terms of wave propagation
properties of the media as function of position. For example,
sinceh(x,y) does not vary in they direction, it can be ex-
pressed as

h~x,y!5H h1 2x1<x<0

h2 0,x<x2
,

wherex50 is the location of the discontinuity between two
subplates. A discontinuity in the plate thickness is need to
describe the nature of the step plate. To overcome the nu-
merical difficulty posed by this thickness discontinuity, a
boundary-smoothing technique introduced by using the fol-
lowing convolution with a Gaussian functionG(x) is re-
quired:

h̄~x!5
1

2p E h~t!G~t!e2 jxtdt

5F21$F@h~x!#F@e2(j2x)2/s2
#%, ~12!

wheres denotes the Gaussian factor, which determines the
spatial spread of the smoothing region. It is noted thats is
related to the number of grid points over which the step
change in thickness,Nd , is near discontinuity. Figure 2
shows the ‘‘smoothed’’ thickness discontinuity as a function
of s when N564. As s increases, the slope of the curve
around the discontinuity becomes smooth. Table I describes
the relationship amongN, s, andNd . For example, whenN
is constant,Nd increases withs. Similarly, whens is con-
stant,Nd increases withN. Theoretically speaking, smallers
is preferred to choose to eliminate an error caused by this
boundary-smoothing technique. However, for a sharp discon-
tinuity, largers is necessary. In addition, a sufficient number
of grid points over which the step changes in thickness are
required to represent the correct derivatives. It is critical to
choose a suitableN ands to meet the demands of numerical
convergence and computational efficiency. Figure 3 shows
the effect ofN ands on the predicted results of the principal
stresssP . When the smoothing Gaussian factors50.005,

the error between the predicted results obtained by the AWP
technique and the exact analytical solutions are zero, as
shown in Fig. 3~a!~1!. As s increases, the error caused by the
smoothing technique increases exponentially, as shown in
Figs. 3~a!~2!–3~a!~8!. Whens50.1, the introduced error by
the smoothing technique can match the predicted results. In
this case,s50.01 was used providing that the convergence
is satisfied. To investigate the effect of this smoothing tech-
nique on the predicted results, whenN,128, due to less
points involved in the calculation, the curves of the principal
stresssP , as shown in Figs. 3~b!~1! and 3~b!~2!, are wave
lines. The accumulation of numerical error gives inaccurate
predictions. In some cases, as time increases, this accumula-
tion will become worse and worse. Finally the dispersion of
the calculation will happen. Further increase inN will slowly
improve the accuracy of the predicted results of the principal
stresssP , as shown in Figs. 3~b!~4! and 3~b!~5!. Therefore,
a minimum number of grid points,N5128, is required for
accurate calculation.

Figure 4 shows the time evolution of the displacement in
a stepped plate at four successive instants. The distribution of
an initial Gaussian displacement is illustrated in Fig. 4~a!.
Whent50.01275 s, Fig. 4~b! shows slight wave interference
around the discontinuity. The most interesting feature in
Figs. 4~c! and 4~d! is the spatial wave interference patterns in
the time-domain displacement. It is known that at a discon-
tinuity, the incident bending waves are partly reflected, and
the interference between the incident and reflected waves
causes constructive and destructive displacement zones, as
shown in Figs. 4~c! and 4~d!. The principle can be quantita-
tively explained by the interference of sound pressure in
front of a wall, as illustrated in Fig. 5, where the solid curves
represent the incident spherical pressure wave packets, and
the dotted curves represent the reflected packets by the wall.
The magnitude of the combined pressure field depends on
how the incident and reflected waves are superimposed at the
instant of observation. For example, when the positive peak
of the incident wave at a location meets the positive peak of
the reflected wave, the sound pressure at this location in-

FIG. 2. The smoothing effect of different Gaussian factorss at the thickness
discontinuity when the number of grid pointsN564.

TABLE I. Relationship amongN, Gaussian factors, andNd .

N Gaussian factors Nd

64

0.01 1
0.05 3
0.1 7
0.2 12

100

0.01 1
0.05 5
0.1 10
0.2 19

128

0.01 2–3
0.05 7
0.1 13
0.2 25

0.01 3–4

200
0.05 9
0.1 21
0.2 40
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creases. The slashed solid lines show the maximum sound
pressure locations.

To explain the patterns in Fig. 4, the reflected wave
packet is analyzed, and the distribution of its displacement in
subplate 1 is illustrated in Fig. 6. The total wave field in the

subplate is a combination of the incident waves and the re-
flected waves. They are described byf(x,y,t)(t)

5f(x,y,t)( i )1f(x,y,t)(r ), where superscriptsi , r , and t
represent the incident, reflected, and total waves, respec-
tively. It is noted that the incident waves are the same as

FIG. 3. Effect of the Gaussian factors and number of grid pointsN on the principal stresssP when t50.01 s.
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those without the discontinuity, which were investigated by
Peng and Pan.19 In this paper, we concentrate on the reflected
waves. Whent50.017 s, one observation from Fig. 6~a! is
that not only the reflected waves but also the incident waves
have larger magnitudes at the first and second principal
crests than the others. The results in Fig. 4~c! agree well with
the above-mentioned analysis: the combined waves should
have large increases in amplitude at the first and second prin-
cipal crests. In addition, the combined waves as shown in
Figs. 4~c! and 4~d! near the discontinuity have similar distri-
butions to the reflected waves illustrated in Figs. 6~a! and
6~b!. At t50.034 s, another observation from Fig. 6~b! is
that more reflected waves spread out and focus on two arcs
near the discontinuity.

In contrast to an incident spherical wave, the magnitude
of each component in the Gaussian wave packet varies with

FIG. 4. Distributed flexural wave displacementW ~mm! in a stepped plate at different time instants.

FIG. 5. Interference between the incident spherical waves and their reflected
waves from a rigid wall.

FIG. 6. Displacement of reflected wavesW(r ) in subplate 1 at different time
instants.
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time. As mentioned earlier, the reflected waves vary with the
incident waves, discontinuity conditions, and material prop-
erties. With an increase in time, the magnitude and distribu-
tion of the combined waves will change with the incident
waves and reflected waves. Figure 6 gives a reasonable ex-
planation of the distribution of displacement of flexural
waves in a stepped plate as shown in Figs. 4~c! and 4~d!.

Figure 7 shows the time evolution of the bending mo-
ment Mx in a stepped plate by the CPE/FFT scheme. The
distribution of an initial moment is illustrated in Fig. 7~a! and
it includes negative components. It is noted that, att
50.01275 s, the moments in subplate 2 are much higher
than those in subplate 1. In particular, the magnitudes of the
second and third principal crests near the discontinuity are
much larger than of the others. One reason is that the second
and third principal crests of the incident waves have bigger
magnitudes than the others described by Penget al.19,20 An-
other reason is thatMx given in Eq.~4! is a cubic function of
the plate thickness. Due to the effect of the Poisson’s ratio,
the distribution ofMx is much different in magnitude and
shape from that of displacement as shown in Fig. 4. For
example, the maximum amplitude ofMx decreases quickly
from 10.286 N m att50 s to 3.348 N m att50.012 75 s.
However, when time increases to 0.024 s, its amplitude only
decreases slowly to 2.693 N m. Att50.034 s, subplate 2
experiences more attenuation than subplate 1. It is noted that
the magnitude ofMx for each total wave component in sub-
plate 2 is still much larger than that in subplate 1. Similarly,
this phenomenon is also observed from Fig. 7~d!. Figure 8
shows the distribution of the bending moment of the re-
flected wavesMx

(r ) in subplate 1 att50.017 s and t
50.034 s. One can observe from Figs. 8~a! and 8~b! that the
distributions ofMx

(r ) are similar to those in Figs. 6~a! and

FIG. 7. Distribution of the bending momentMx in a stepped plate at different time instants.

FIG. 8. Bending moment of reflected wavesMx
(r ) in subplate 1 at different

time instants.
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6~b!, respectively, except in magnitude. The closer the com-
bined waves are to the discontinuity, the larger their magni-
tudes. These results have good agreement with those illus-
trated in Figs. 7~c! and 7~d!.

Fatigue failures happen frequently in regions with a high
stress concentration. Therefore, an understanding of the dis-
tribution of dynamic stress concentration is important in en-
gineering design. Figure 9 shows the distribution of the prin-
cipal dynamic stresssP in a stepped plate at different time
instants. Att50 s, an initial stress is concentrated on a small
central area. As time increases, the principal stress concen-
tration begins to spread out with decreased magnitude. Att
50.017 s, the magnitude of the principal stress in subplate 1
is much larger than that in subplate 2. In particular, at the
discontinuity, two sharp peaks exist in the second and third
principal crests. Att50.034 s, two curve stress concentra-
tions are distributed around this discontinuity. The degree of
curve depends mainly on the plate thickness ratio, the mate-
rial properties of the subplates, and the distance between the
distributed location and discontinuity. With the exception of
the magnitude, the principal stress distribution of the re-
flected waves as shown in Fig. 10 has a similar distribution
to both the displacement of the reflected wavesW(r ) in Fig. 6
and the bending moment of the reflected wavesMx

(r ) in Fig.
8. The above-noted analysis of reflected waves supports the
simulation results of the displacement, bending moment, and
principal stress as shown in Figs. 4, 7, and 9, respectively.

It is necessary to investigate in detail the effect of the
plate thickness ratio of the subplates on the displacement,
moment and principal stress. The distribution of displace-
ment is plotted in Fig. 11 for different thickness ratios along
y55 m att50.017 s andt50.034 s. Att50.017 s, the dis-

FIG. 9. Distribution of the principal stresssP in a stepped plate at different time instants.

FIG. 10. Principal stress of reflected wavessP
(r ) in subplate 1 at different

time instants.
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placement varies in subplate 2 due to the effect of the re-
flected waves. As mentioned earlier, when the thickness ratio
g.1, only the transmitted waves exist in subplate 2 and the
reflected waves in subplate 1. When the thickness ratiog
,1, more waves are transmitted to subplate 2 and there are
fewer reflected waves with smaller magnitudes left in sub-
plate 1. Therefore, the possibility of constructive interference
gives rise to high stress in subplate 2. Att50.034 s, the
reflected waves largely occur betweenx521.2 m andx
520.2 m in subplate 1 forg.1 @see Fig. 11~b!#. For g
,1, Fig. 11~b! shows that a very different distribution of
displacement occurred fromx50.2 m to x51.4 m in sub-
plate 2.

The bending moment increases with the plate thickness
in subplate 2. Att50.017 s, Figure 12~a! shows that forg
.1, the transmitted waves propagate with larger bending
moments and wider interval distances between peaks in sub-
plate 2; whereas forg,1, the transmitted waves propagate
with smaller bending moments and narrower interval dis-
tances between peaks in subplate 2, as illustrated in Fig.
12~a!. As time increases, the reflected waves are distributed
from x521 m to x50 m as shown in Fig. 12~b!. The mag-
nitude and position of each principal crest in sub plate 2 vary
with time. However, very different from the displacement
distribution in Fig. 11~b!, Fig. 12~b! shows that the reflected
waves are distributed more widely, fromx522.8 m to x
50 m.

The effect of the thickness ratio of the subplatesg on the

principal stress distribution alongy55 m at different time
instants was also studied in a similar way. As shown in Fig.
13, wheng.1, the principal stress concentration is located
near the discontinuity in subplate 1. Wheng,1, the princi-
pal stress concentration is located near the discontinuity in
subplate 2. The distribution of the principal stress depends on
g. The closerg is to 1, the closer is the principal stress to the
discontinuity. As time increases, forg.1, the reflected
waves propagate in the opposite direction to the incident
waves and combine with the incident waves, therefore cause
an increase in stress as shown in Fig. 13~b!. If the incident
waves arrive at the discontinuity, they decompose into two
parts, which are defined byf(x,y,t)( i )5f(x,y,t)(re)

1f(x,y,t)(tr), where superscripts re and tr represent the re-
flected waves and transmitted waves, respectively. It is rea-
sonable to assume that there are no other kinds of waves. It is
noted that the principal stress of the transmitted waves de-
creases with the thickness of the subplates. As shown in Fig.
13~b! for g.1, the reflected waves will dominate in subplate
1; whereas forg,1, Fig. 13~b! shows that the transmitted
waves dominate in subplate 2 and have larger values than the
incident waves. A special case is wheng51, where the en-
tire plate becomes a single thin plate with a uniform thick-
ness. In this case, there are no reflected waves and the trans-
mitted waves equal the incident waves. As time increases,
the principal stress will be distributed in each principal crest
with a circular shape with the same magnitude and spread
out with decreased magnitude.19

FIG. 11. Effect of the thickness ratio of the subplates on the displacementW
~mm! alongy55 m at different time instants.

FIG. 12. Effect of the thickness ratio of the subplates on the bending mo-
mentMx alongy55 m at different time instants.
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A further investigation was made into the dynamic stress
concentration factor at a given location on the plate to show
the effects of the step on dynamic stress concentration. It is
defined as the ratio of the maximum value of the stress in the
presence of the discontinuity~as the wave packet passes the
discontinuity! to the maximum value without the discontinu-
ity at the same location in the frequency domain.1 In this
paper, the dynamic stress concentration factor is evaluated in
the time domain. Similarly, it is defined as the ratio of the
maximum value of the stress with the discontinuity to the
maximum value without the discontinuity at the same loca-
tion. It is noted that such a factor is dependent upon the
incident wave packets and reflected waves. Locations near
the discontinuity are chosen to observe the principal stress
distribution in the time domain. The predicted dynamic stress
concentration factors at these locations at any instant can be
obtained. These factors will change with time. However, the
distribution of the dynamic stress concentration due to the
effect of the reflection by the step is mainly focused on two
curve areas around the discontinuity. The maximum value of
the factors reaches 3 and it agrees with the value predicted in
the frequency domain by Stearn.2 Thus this proves that with
the AWP technique, the principal dynamic stress and its con-
centration factor at any point and at any time can be easily
predicted.

V. CONCLUSIONS

In this paper, the acoustical wave propagator technique
is extended to describe the time-domain wave scattering and
dynamic stress concentration in a two-dimensional thin plate
with a sharp change of section. A Chebyshev polynomial
expansion scheme combined with fast Fourier transformation
is implemented to operate the acoustical wave propagator.
This scheme can be used to predict the time-domain distri-
butions of wave propagation and dynamic stress concentra-
tion at any point of interest and at any time. The distributions
of displacement, bending moment, and dynamic stress are
discussed in detail. The analysis of the reflected waves gives
good support to these distributions. In addition, the effects of
the thickness ratio of subplatesg on the wave propagation
and principal dynamic stress distribution are investigated.

The model presented in this paper does not take into
account three-dimensional~3D! stress, which may relate to
the stress right at structure discontinuity. However, this does
not invalidate the approach and the results, because the paper
still contributes to our understanding of the phenomena out-
side the immediate vicinity of the step. For further study of
detection of premature fatigue failure in complex structures,
especially for thick plate structures, a detailed 3D stress
analysis of the near field of longitudinal waves~Rayleith,
Lamb waves! and high-order modes might give some new
information that the existing 2D model cannot provide.
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Finite-difference, time-domain~FDTD! calculations are typically performed with partial differential
equations that are first order in time. Equation sets appropriate for FDTD calculations in a moving
inhomogeneous medium~with an emphasis on the atmosphere! are derived and discussed in this
paper. Two candidate equation sets, both derived from linearized equations of fluid dynamics, are
proposed. The first, which contains three coupled equations for the sound pressure, vector acoustic
velocity, and acoustic density, is obtained without any approximations. The second, which contains
two coupled equations for the sound pressure and vector acoustic velocity, is derived by ignoring
terms proportional to the divergence of the medium velocity and the gradient of the ambient
pressure. It is shown that the second set has the same or a wider range of applicability than equations
for the sound pressure that have been previously used for analytical and numerical studies of sound
propagation in a moving atmosphere. Practical FDTD implementation of the second set of equations
is discussed. Results show good agreement with theoretical predictions of the sound pressure due to
a point monochromatic source in a uniform, high Mach number flow and with Fast Field Program
calculations of sound propagation in a stratified moving atmosphere. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1841531#

PACS numbers: 43.20.Bi, 43.28.Js@MO# Pages: 503–517

I. INTRODUCTION

Finite-difference, time-domain~FDTD! techniques have
drawn substantial interest recently due to their ability to
readily handle complicated phenomena in outdoor sound
propagation such as scattering from buildings and trees, dy-
namic turbulence fields, complex moving source distribu-
tions, and propagation of transient signals.1–8 These phenom-
ena are difficult to handle with frequency–domain
techniques that are currently widely used, such as parabolic
equation approximations and the Fast Field Program~FFP!.
FDTD techniques typically solve coupled sets of partial dif-
ferential equations that are first order in time. In this regard,
they are a departure from methodologies such as the para-
bolic approximation, which solve a single equation for the
sound pressure that is second order in time. Many such
single equations for the sound pressure in a moving inhomo-
geneous medium are known in the literature~see Refs. 9–14

and references therein!. Although these equations were ob-
tained with different assumptions and/or approximations, all
contain second- or higher-order derivatives of the sound
pressure with respect to time, and are therefore not amenable
to first-order FDTD techniques. Our main goal in the present
paper is to derive equation sets that are appropriate as start-
ing equations in FDTD simulations of sound propagation in a
moving inhomogeneous atmosphere and to study the range
of applicability of these sets.

The most general possible approach to sound propaga-
tion in a moving inhomogeneous medium would be based on
a direct solution of the complete set of linearized equations
of fluid dynamics,9–11,15 which are first-order partial differ-
ential equations. Although this set could be used as starting
equations for FDTD codes, even with modern computers it is
too involved to be practical. Furthermore, this set contains
the ambient pressure and entropy, which are not usually con-
sidered in studies of sound propagation in the atmosphere.
Therefore, it is worthwhile to find simplified equation sets
for use in FDTD calculations.

In the present paper, the complete set of linearized equa-
tions of fluid dynamics in a moving inhomogeneous medium
is reduced to two simpler sets that are first order in time and

a!Portions of this work were presented in V. E. Ostashev, L. Liu, D. K.
Wilson, M. L. Moran, D. F. Aldridge, and D. Marlin, ‘‘Starting equations
for direct numerical simulation of sound propagation in the atmosphere,’’
Proceedings of the 10th International Symposium on Long Range Sound
Propagation, Grenoble, France, Sept. 2002, pp. 73–81.

503J. Acoust. Soc. Am. 117 (2), February 2005 0001-4966/2005/117(2)/503/15/$22.50 © 2005 Acoustical Society of America



amenable to FDTD implementation. The first set contains
three coupled equations involving the sound pressure, vector
acoustic~particle! velocity, and acoustic density. No approxi-
mations are made in deriving this set. The second set con-
tains two coupled equations for the sound pressure and vec-
tor acoustic velocity. Although the second set describes
sound propagation only approximately, the assumptions in-
volved in deriving the second set are quite reasonable in
atmospheric acoustics: Terms proportional to the divergence
of the medium velocity and the gradient of the ambient at-
mospheric pressure are ignored. To better understand the
range of applicability of the second set, we compare the set
with equations for the sound pressure that have been previ-
ously used in analytical and numerical studies of sound
propagation in a moving atmosphere. It is shown that the
second set has the same or a wider range of applicability than
these equations for the sound pressure.

Furthermore in the present paper, a basic numerical al-
gorithm for solving the second set of equations in two-
dimensional~2-D! moving inhomogeneous media is devel-
oped. Issues related to the finite-difference approximation of
the spatial and temporal derivatives are discussed. FDTD
solutions are obtained for a homogenous uniformly moving
medium and for a stratified moving atmosphere. The first of
these solutions is compared with an analytical formula for
the sound pressure due to a point monochromatic source in a
uniformly moving medium. The second solution is compared
with predictions from before FFP.

Although the explicit emphasis of the discussion in this
paper is on sound propagation in a moving inhomogeneous
atmosphere, most of the derived equations are also valid for
a general case of sound propagation in a moving inhomoge-
neous medium with an arbitrary equation of state, e.g., in the
ocean with currents. Equations presented in the paper are
also compared with those known in aeroacoustics.

The paper is organized as follows. In Sec. II, we con-
sider the complete set of equations of fluid dynamics and
their linearization. In Sec. III, the linearized equations are
reduced to the set of three coupled equations for the sound
pressure, acoustic velocity, and acoustic density. In Sec. IV,
we consider the set of two coupled equations for the acoustic
pressure and acoustic velocity. Numerical implementation of
this set is considered in Sec. V.

II. EQUATIONS OF FLUID DYNAMICS AND THEIR
LINEARIZATION

Let P̃(R,t) be the pressure,%̃(R,t) the density,ṽ(R,t)
the velocity vector, andS̃(R,t) the entropy in a medium.
Here, R5(x,y,z) are the Cartesian coordinates, andt is
time. These functions satisfy a complete set of fluid dynamic
equations~e.g. Ref. 16!:

S ]

]t
1 ṽ"“ D ṽ1

“ P̃

%̃
2g5F/%̃, ~1!

S ]

]t
1 ṽ"“ D %̃1%̃“"ṽ5%̃Q, ~2!

S ]

]t
1 ṽ"“ D S̃50, ~3!

P̃5 P̃~ %̃,S̃!. ~4!

In Eqs.~1!–~4!, “5(]/]x,]/]y,]/]z), g5(0,0,g) is the ac-
celeration due to gravity, andF and Q characterize a force
acting on the medium and a mass source, respectively. For
simplicity, we do not consider the case when a passive com-
ponent is dissolved in a medium~e.g., water vapor in the dry
air, or salt in water!. This case is considered in detail
elsewhere.9,17

If a sound wave propagates in a medium, in Eqs.~1!–~4!

P̃, %̃, ṽ, and S̃ can be expressed in the following form:P̃

5P1p, %̃5%1h, ṽ5v1w, and S̃5S1s. Here,P, %, v,
andS are the ambient values~i.e., the values in the absence
of a sound wave! of the pressure, density, medium velocity,
and entropy in a medium, andp, h, w, ands are their fluc-
tuations due to a propagating sound wave. In order to obtain
equations for a sound wave, Eqs.~1!–~4! are linearized with
respect top, h, w, and s. Assuming that a sound wave is
generated by the mass sourceQ and/or the forceF and in-
troducing the full derivative with respect to timed/dt
5]/]t1v"“, we have

dw

dt
1~w"“ !v1

“p

%
2

h“P

%2 5F/%, ~5!

dh

dt
1~w"“ !%1%“"w1h“"v5%Q, ~6!

ds

dt
1~w"“ !S50, ~7!

p5hc21hs. ~8!

Here, c5A]P(%,S)/]% is the adiabatic sound speed, and
the parameterh is given byh5]P(%,S)/]S. The set of Eqs.
~5!–~8! provides a most general description of sound propa-
gation in a moving inhomogeneous medium with only one
component. In order to calculatep, h, w, ands, one needs to
know the ambient quantitiesc, %, v, P, S, andh. Note that
Eqs. ~5!–~8! describe the propagation of both acoustic and
internal gravity waves, as well as vorticity and entropy
waves~e.g., Ref. 18!.

Equations~5!–~8! were derived for the first time by
Blokhintzev in 1946.17 Since then, these equations have been
widely used in studies of sound propagation~e.g., Refs.
9–11!. In the general case of a moving inhomogeneous me-
dium, Eqs.~5!–~8! cannot be exactly reduced to a single
equation for the sound pressurep. In the literature, Eqs.
~5!–~8! have been reduced to equations forp, making use of
different approximations or assumptions about the ambient
medium. These equations forp were subsequently used for
analytical and numerical studies of sound propagation. They
are discussed in Sec. IV. Note that the equations forp known
in the literature contain the following ambient quantities:c,
%, andv. On the other hand, the linearized equations of fluid
dynamics, Eqs.~5!–~8!, contain not onlyc, %, and v, but
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alsoP, S, andh. This fact indicates that the effect ofP, S,
and h on sound propagation is probably small for most of
problems considered so far in the literature.

The effect of medium motion on sound propagation is
also studied in aeroacoustics, e.g., see Refs. 12, 19–24 and
references therein. In aeroacoustics, the starting equations
coincide with Eqs.~1!–~4! but might also include terms de-
scribing viscosity and thermal conductivity in a medium. Us-
ing these equations of fluid dynamics, equations for sound
waves are derived which have some similarities with Eqs.
~5!–~8!. For example, Eqs.~5!–~8! are equivalent to Eqs.
~1.11! from Ref. 12, and Eq.~6! can be found in Refs. 19, 22,
23. The main difference between Eqs.~5!–~8! and those in
aeroacoustics are sound sources. In atmospheric acoustics, in
Eqs.~5!–~8! the sourcesF andQ are assumed to be known
and are loudspeakers, car engines, etc. In aeroacoustics, these
sources have to be calculated and are those due to ambient
flow. Furthermore in some formulations in aeroacoustics, the
left-hand side of Eq.~5! contains nonlinear terms.21–23 Note
that FDTD calculations are nowadays widely used in aeroa-
coustics, e.g., Refs. 19, 20, 24.

Also note that in aeroacoustics it is sometimes assumed
that the ambient medium is incompressible and/or isentropic,
i.e.,S5const. Generally, these assumptions are inappropriate
for atmospheric acoustics. Indeed, sound waves can be sig-
nificantly scattered by density fluctuations, e.g., see Sec.
6.1.4 from Ref. 9. Furthermore, in a stratified atmosphereS
depends on the height above the ground. The range of appli-
cability of the assumptionS5const~which is equivalent to
s50 or p5c2h) is studied in Sec. 2.2.4 from Ref. 9. For a
stratified medium, this assumption is not applicable if the
scale of the ambient density variations is smaller than the
sound wave length or if the ambient density noticeably
changes with height.

III. SET OF THREE COUPLED EQUATIONS

A. Moving medium with an arbitrary equation of state

Applying the operator (]/]t1 ṽ"“) to both sides of Eq.
~4! and using Eq.~3!, we have

S ]

]t
1 ṽ"“ D P̃5 c̃2S ]

]t
1 ṽ"“ D %̃, ~9!

wherec̃25] P̃(%̃,S̃)/]%̃ differs from the square of the adia-
batic sound speedc25]P(%,S)/]%. Using Eq.~2!, Eq. ~9!
can be written as

S ]

]t
1 ṽ"“ D P̃1 c̃2%̃“"ṽ5 c̃2%̃Q. ~10!

The next step is to linearize Eq.~10! to obtain an equation
for acoustic quantities. To do so we need to calculate the
value of c̃25] P̃(%̃,S̃)/]%̃ to the first order in acoustic per-
turbations. In this formula, we express%̃ and S̃ as the sums
%̃5%1h andS̃5S1s, decompose the functionP into Tay-
lor series, and keep the terms of the first order inh ands:

c̃25
] P̃~ %̃,S̃!

]%̃
5

]

]%
P~%1h,S1s!

5
]

]% FP~%,S!1
]P~%,S!

]%
h1

]P~%,S!

]S
sG

5
]P~%,S!

]%
1

]2P~%,S!

]%2 h1
]2P~%,S!

]%]S
s. ~11!

The first term in the last line of this equation is equal toc2.
Denoting b5]2P(%,S)/]%2 and a5]2P(%,S)/]%]S, we
have c̃25c21bh1as5c21(c2)8. Here, (c2)85bh1as
are fluctuations in the squared sound speed due to a propa-
gating sound wave. In this formula,s can be replaced by its
value from Eq.~8!: s5(p2c2h)/h. As a result, we obtain
the desired formula for fluctuations in the squared sound
speed: (c2)85(b2ac2/h)h1ap/h.

Now we can linearize Eq.~10!. In this equation, we
expressP̃, %̃, ṽ, and c̃2 as the sums:P̃5P1p, %̃5%1h,
ṽ5v1w, andc̃25c21(c2)8. Linearizing the resulting equa-
tion with respect to acoustic quantities, we have

dp

dt
1%c2

“"w1w"“P1„c2h1%~c2!8…“"v5%c2Q.

~12!

In this equation, (c2)8 is replaced by its value obtained
above. As a result, we arrive at the following equation for
dp/dt:

dp

dt
1%c2

“"w1w"“P1$@%b1c2~12a%/h!#h

1~a%/h!p%“"v5%c2Q. ~13!

Equations~5!, ~6!, and ~13! comprise a desired set of
three coupled equations forp, w, and h. This set was ob-
tained from linearized equations of fluid dynamics, Eqs.~5!–
~8!, without any approximations. The set can be used as start-
ing equations for FDTD simulations. In this set, one needs to
know the following ambient quantities:c, %, v, P, a, b, and
h.

B. Set of three equations for an ideal gas

In most applications, the atmosphere can be considered
as an ideal gas. In this case, the equation of state reads~e.g.,
Refs. 9, 17! as

P5P0~%/%0!g exp@~g21!~S2S0!/Ra#, ~14!

whereg51.4 is the ratio of specific heats at constant pres-
sure and constant volume,Ra is the gas constant for the air,
and the subscript 0 indicates reference values ofP, %, andS.
Using Eq.~14!, the sound speedc and the coefficientsa, b,
and h appearing in Eq.~13! can be calculated:c25gP/%,
a5g(g21)P/(%Ra), b5g(g21)P/%2, and h5(g
21)P/Ra . Substituting these values into Eq.~13!, we have

dp

dt
1%c2

“"w1w"“P1gp“"v5%c2Q. ~15!

A set of Eqs.~5!, ~6!, and ~15! is a closed set of three
coupled equations forp, w, andh for the case of an ideal
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gas. To solve these equations, one needs to know the follow-
ing ambient quantities:c, %, v, andP.

Let us compare Eqs.~5!, ~6!, and~15! with a closed set
of equations forp andw from Ref. 1; see Eqs.~12! and~13!
from that reference. The latter set was used in Refs. 1, 2 as
starting equations for FDTD simulations of outdoor sound
propagation. IfQ50, Eq.~15! in the present paper is essen-
tially the same as Eq.~13! from Ref. 1.@Note that Eq.~15! is
also used in aeroacoustics, e.g., Ref. 19.# Furthermore for the
case of a nonabsorbing medium, Eq.~12! from Ref. 1 is
given by

dw

dt
1~w"“ !v1

“p

%
2

p“P

gP%
50. ~16!

Let us show that this equation is an approximate version of
Eq. ~5! in the present paper. Indeed, in Eq.~5! we replaceh
by its value from Eq.~8!: h5(p2hs)/c2, and assume that
s50. If F50, the resulting equation coincides with Eq.~16!.
Thus, for an ideal gas andF50 and Q50, Eqs.~12! and
~13! from Ref. 1 are equivalent to Eqs.~5! and ~15! in the
present paper ifs can be set to 0. The range of applicability
of the approximations50 is considered above.

IV. SET OF TWO COUPLED EQUATIONS

A. Set of equations for p and w

In atmospheric acoustics, Eqs.~5! and ~13! can be sim-
plified sincev is always much less thanc. First, using Ref.
16, it can be shown that“"v;v3/(c2L), where L is the
length scale of variations in the density%. Therefore, in Eq.
~13! the term proportional to“"v can be ignored to order
v2/c2. Second, in Eqs.~5! and~13! the terms proportional to
“P can also be ignored. Indeed, in a moving inhomoge-
neous atmosphere“P is of the orderv2/c2 so that these
terms can be ignored to orderv/c. Furthermore, in a strati-
fied atmosphere,“P52g%, whereg is the acceleration due
to gravity. It is known that, in linearized equations of fluid
dynamics, terms proportional tog are important for internal
gravity waves and can be omitted for acoustic waves.

With these approximations, Eqs.~13! and ~5! become

S ]

]t
1v"“ D p1%c2

“"w5%c2Q, ~17!

S ]

]t
1v"“ Dw1~w"“ !v1

“p

%
5F/%. ~18!

Equations~17! and ~18! comprise the desired closed set of
two coupled equations forp andw. This set can also be used
in FDTD simulations of sound propagation in the atmo-
sphere. In order to solve this set, one needs to know the
following ambient quantities:c, %, and v. These ambient
quantities appear in equations for the sound pressurep that
have been most often used for analytical and numerical stud-
ies of sound propagation in moving media. The set of Eqs.
~17! and ~18! is simpler than the set of three coupled equa-
tions, Eqs.~5!, ~6!, and~13!, and does not contain the ambi-
ent quantitiesP, a, b, andh. It can be shown that Eqs.~17!
and ~18! describe the propagation of acoustic and vorticity
waves but do not describe entropy or internal gravity waves.

Equations~17! and ~18! were derived in Ref. 25@see
also Eqs.~2.68! and ~2.69! from Ref. 9# using a different
approach. In these references, Eqs.~17! and ~18! were de-
rived for the case of a moving inhomogeneous medium with
more than one component~e.g., humid air or salt water!.
Equations~17! and~18! are somewhat similar to the starting
equations in FDTD simulations used in Ref. 3; see Eqs.~10!
and ~12! from that reference. The last of these equations
coincides with Eq.~17! while the first is given by

]w

]t
2wÃ~“Ãv!1

“p

%0
1“@w"v#50. ~19!

Using vector algebra, the left-hand side of this equation can
be written as a left-hand side of Eq.~18! plus an extra term
vÃ(“Ãw). Equations~10! and ~12! from Ref. 3 were ob-
tained using several assumptions that were not employed in
the present paper when deriving Eqs.~17! and ~18!: ]v/]t
5]%/]t5“%50, c is constant, and]w/]t@vÃ(“Ãw). It
follows from the last inequality that the ‘‘extra’’ term
vÃ(“Ãw) in Eq. ~19! can actually be omitted. Note that in
Ref. 4 different starting equations were used in simulations
of sound propagation in a muffler with a low Mach number
flow. The use of Eq.~19! resulted in increase of stability in
such simulations.

Also note that equations forp andw similar to Eqs.~17!
and ~18! are used in aeroacoustics, e.g. Refs. 20, 24. The
left-hand sides of Eqs.~7! in Ref. 20 contain several extra
terms in comparison with the left-hand sides of Eqs.~17! and
~18! which, however, vanish if“P50 and“"v50. The left-
hand sides of Eqs.~75! and~76! in Ref. 24 also contain extra
terms in comparison with the left-hand sides of Eqs.~17! and
~18!, e.g., terms proportional to the gradients ofc and%. The
right-hand sides of the equations in Refs. 20, 24 describe
aeroacoustic sources and differ from those in Eqs.~17! and
~18!.

At the beginning of this section, we provided sufficient
conditions for the applicability of Eqs.~17! and ~18!. Actu-
ally, the range of applicability of these equations can be
much wider. Note that it is quite difficult to estimate with
what accuracy one can ignore certain terms in differential
equations. We will study the range of applicability of Eqs.
~17! and ~18! by comparing them with equations for the
sound pressurep presented in Secs. IV B–IV F, which have
been most often used for analytical and numerical studies of
sound propagation in moving media and whose ranges of
applicability are well known. This will allow us to show that
Eqs.~17! and ~18! have the same of a wider range of appli-
cability than these equations forp and, in many cases, de-
scribe sound propagation to any order inv/c. For simplicity,
in the rest of this section, we assume thatF50, Q50, and
the medium velocity is subsonic.

B. Nonmoving medium

Consider the case of a nonmoving medium whenv50.
In this case, the set of linearized equations of fluid dynamics,
Eqs. ~5!–~8!, can be exactly~without any approximations!
reduced to a single equation for sound pressurep ~e.g., see
Eq. ~1.11! from Ref. 11!:
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]

]t S 1

%c2

]p

]t D2“•S“p

% D50. ~20!

For the considered case of a nonmoving medium, Eqs.
~17! and~18! can also be reduced to a single equation forp.
This equation coincides with Eq.~20!. Therefore, Eqs.~17!
and ~18! describe sound propagation exactly ifv50.

C. Homogeneous uniformly moving medium

A medium is homogeneous and uniformly moving if the
ambient quantitiesc, v, etc. do not depend onR and t. For
such a medium, the linearized equations of fluid dynamics,
Eqs.~5!–~8! can also be exactly reduced to a single equation
for p ~see Sec. 2.3.6 from Ref. 9 and references therein!:

S ]

]t
1v"“ D 2

p2c2¹2p50. ~21!

For the case of a homogeneous uniformly moving me-
dium, Eqs.~17! and ~18! can be reduced to the equation for
p that coincides with Eq.~21!. Therefore, Eqs.~17! and~18!
describe sound propagation exactly in a homogeneous uni-
formly moving medium. In particular, they correctly account
for terms of any order inv/c.

D. Stratified moving medium

Now let us consider the case of a stratified medium
when the ambient quantitiesc, %, v, etc. depend only on the
vertical coordinatez. We will assume that the vertical com-
ponent of v is zero: v5(v',0), wherev' is a horizontal
component of the medium velocity vector. In this subsection,
we reduce Eqs.~17! and ~18! to a single equation for the
spectral density of the sound pressure and show that this
equation coincides with the equation for the spectral density
that can be derived from Eqs.~5!–~8!.

For a stratified moving medium, Eq.~17! can be written
as

S ]

]t
1v'•“'D p1%c2S“'•w'1

]wz

]z D50. ~22!

Here,“'5(]/]x,]/]y), and w' and wz are the horizontal
and vertical components of the vectorw5(w' ,wz). Equa-
tion ~18! can be written as two equations:

S ]

]t
1v'•“'Dwz1

1

%

]p

]z
50, ~23!

S ]

]t
1v'•“'Dw'1wzv'8 1

“'p

%
50. ~24!

Here,v'8 5dv' /dz. Let p, w' , andwz be expressed as Fou-
rier integrals:

p~r ,z,t !5E E daE dv exp~ ia"r2 ivt !p̂~a,z,v!,

~25!

wz~r ,z,t !5E E daE dv exp~ ia"r2 ivt !ŵz~a,z,v!,

~26!

w'~r ,z,t !5E E daE dv exp~ ia"r2 ivt !ŵ'~a,z,v!.

~27!

Here,r5(x,y) are the horizontal coordinates,a is the hori-
zontal component of the wave vector,v is the frequency of a
sound wave, andp̂, ŵz , andŵ' are the spectral densities of
p, wz , andw' . We substitute Eqs.~25!–~27! into Eqs.~22!–
~24!. As a result, we obtain a set of equations forp̂, ŵz , and
ŵ' :

2 i ~v2a"v'! p̂1 i%c2a"ŵ'1%c2
]ŵz

]z
50, ~28!

2 i ~v2a"v'!ŵz1
1

%

] p̂

]z
50, ~29!

2 i ~v2a"v'!ŵ'1v'8 ŵz1
iap̂

%
50. ~30!

After some algebra, this set of equations can be reduced to a
single equation forp̂:

]2p̂

]z2 1S 2a"v'8

v2a"v'

2
%8

%
D ] p̂

]z
1S ~v2a"v'!2

c2 2a2D p̂50,

~31!

where%85d%/dz.
For the considered case of a stratified moving medium, a

single equation forp̂ can also be derived from Eqs.~5!–~8!
without any approximations. This equation forp is given by
Eq. ~2.61! from Ref. 9. Settingg50 in this equation~i.e.
ignoring internal gravity waves! one obtains Eq.~31!. There-
fore, Eqs.~17! and ~18! describe sound propagation exactly
in a stratified moving medium, and, hence, correctly account
for terms of any order inv/c.

E. Turbulent medium

Probably the most general of the equations describing
the propagation of a monochromatic sound wave in turbulent
media with temperature and velocity fluctuations is given by
Eq. ~6.1! from Ref. 9:

FD1k0
2~11«!2S“ ln

%

%0
D •“2

2i

v

]v i

]xj

]2

]xi]xj

1
2ik0

c0
v"“Gp~R!50. ~32!

Here, D5]2/]x21]2/]y21]2/]z2; «5c0
2/c221; k0 , c0 ,

and %0 are the reference values of the wave number, adia-
batic sound speed, and density;x1 , x2 , x3 stand forx, y, z;
v15vx , v25vy , v35vz are the components of the medium
velocity vectorv; and repeated subscripts are summed from
1 to 3. Furthermore, the dependence of the sound pressure on
the time factor exp(2ivt) is omitted.

The range of applicability of Eq.~32! is considered in
detail in Sec. 2.3 from Ref. 9. This equation was used for
calculations of the sound scattering cross section per unit
volume of a sound wave propagating in a turbulent medium
with temperature and velocity fluctuations. Also it was em-
ployed as a starting equation for developing a theory of mul-
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tiple scattering of a sound wave propagating in such a turbu-
lent medium; see Ref. 9 and references therein. Furthermore,
starting from Eq.~32!, parabolic and wide-angle parabolic
equations were derived and used in analytical and numerical
studies of sound propagation in a turbulent medium, e.g.,
Ref. 26. For example, a parabolic equation deduced from Eq.
~32! reads as

2ik0

]p

]x
1D'p12k0

2S 11
«mov

2 D p50. ~33!

Here, the predominant direction of sound propagation coin-
cides with thex-axis, D'5(]2/]y2,]2/]z2), and «mov5«
22vx /c0 .

In Ref. 9, Eq.~32! was derived starting from the set of
Eqs. ~17! and ~18! and using some approximations. There-
fore, this set has the same or a wider range of applicability
than equations forp that have been used in the literature for
analytical and numerical studies of sound propagation in a
turbulent medium with temperature and velocity fluctuations.

F. Geometrical acoustics

Sound propagation in a moving inhomogeneous medium
is often described in geometrical acoustics approximation
which is applicable if the sound wavelength is much smaller
than the scale of medium inhomogeneities. In geometrical
acoustics, the phase of a sound wave can be obtained as a
solution of the eikonal equation, and its amplitude from the
transport equation. In this subsection, starting from Eqs.~17!
and ~18!, we derive eikonal and transport equations and
show that they are in agreement with those deduced from
Eqs.~5!–~8!.

Let us expressp andw in the following form:

p~R,t !5exp„ik0Q~R,t !…pA~R,t !, ~34!

w~R,t !5exp„ik0Q~R,t !…wA~R,t !. ~35!

Here,Q(R,t) is the phase function, andpA andwA are the
amplitudes ofp andw. Substituting Eqs.~34! and ~35! into
Eqs.~17! and ~18!, we have

ik0S %c2wA•“Q1pA

dQ

dt D52
dpA

dt
2%c2

“"wA , ~36!

ik0S wA

dQ

dt
1

pA“Q

% D52
dwA

dt
2~wA•“ !v2

“pA

%
.

~37!

In geometrical acoustics,pA andwA are expressed as a series
in a small parameter proportional to 1/k0 :

pA5p11
p2

ik0
1

p3

~ ik0!2 1 . . . , ~38!

wA5w11
w2

ik0
1

w3

~ ik0!2 1 . . . . ~39!

Substituting Eqs.~38! and ~39! into Eqs.~36! and ~37! and
equating terms proportional tok0 , we arrive at a set of equa-
tions:

%c2w1•“Q1p1

dQ

dt
50, ~40!

w1

dQ

dt
1p1

“Q

%
50. ~41!

Equating terms proportional tok0
0, we obtain another set:

%c2w2•“Q1p2

dQ

dt
52

dp1

dt
2%c2

“"w1 , ~42!

w2

dQ

dt
1

p2“Q

%
52

dw1

dt
2~w1•“ !v2

“p1

%
. ~43!

From Eq.~41!, we have

w152
p1

%

“Q

dQ/dt
. ~44!

Substituting this value ofw1 into Eq. ~40!, we obtain

F S dQ

dt D 2

2c2~“Q!2Gp150. ~45!

From this equation, we obtain an eikonal equation for the
phase function:

dQ

dt
52cu“Qu. ~46!

Here, a sign in front ofu“Qu is chosen in accordance with the
time convention exp(2ivt). Equation~46! coincides exactly
with the eikonal equation for sound waves in a moving in-
homogeneous medium~e.g., see Eq.~3.15! from Ref. 9!
which can be derived from Eqs.~5!–~8! in a geometrical
acoustics approximation. Thus, in this approximation, Eqs.
~17! and ~18! exactly describe the phase of a sound wave
and, hence, account for terms of any order inv/c.

Substituting the value ofdQ/dt from Eq. ~46! into Eq.
~44!, we have

w15
p1

%

“Q

cu“Qu
5

p1n

%c
, ~47!

wheren5 “Q/u“Qu is the unit vector normal to the phase
front. Now we multiply Eq.~42! by dQ/dt and multiply Eq.
~43! by c2%“Q. Then, we subtract the latter equation from
the former. After some algebra and using Eq.~46!, it can be
shown that the sum of all terms proportional top2 andw2 is
zero. The resulting equation reads as

dp1

dt
1cn"“p11%cn•

dw1

dt
1%cn•~w1•“ !v

1%c2
“"w150. ~48!

In this equation,w1 is replaced by its value given by Eq.
~47!. As a result, we obtain

%n

c
•

d

dt S np1

%c D1
1

c2

dp1

dt
1

n"“p1

c
1%“•S np1

%c D
1

p1n•~n"“ !v

c2 50. ~49!
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In geometrical acoustics, the amplitudepA of the sound pres-
sure is approximated byp1 . Equation~49! is a closed equa-
tion for p1 ; i.e., it is a transport equation.

The second term on the left-hand side of Eq.~49! can be
written as

1

c2

dp1

dt
5

d

dt S p1

c2D1
p1

c4

dc2

dt
5

d

dt S p1

c2D1
p1

c4

bd%

dt
. ~50!

Here, we used the formuladc2/dt5bd%/dt; see Eq.~2.63!
from Ref. 9. According to Eq.~2!, d%/dt in Eq. ~50! can be
replaced with2%“"v. When deriving Eqs.~17! and ~18!,
terms proportional to“"v were ignored. Therefore, the last
term on the right-hand side of Eq.~50! should also be ig-
nored. In this case, Eq.~49! can be written as

%n

c
•

d

dt S np1

%c D1
d

dt S p1

c2D1
n"“p1

c
1%“•S np1

%c D
1

p1n•~n"“ !v

c2 50. ~51!

This equation coincides with Eq.~3.18! from Ref. 9 if in the
latter equation terms proportional to“"v are ignored. Equa-
tion ~3.18! is an exact transport equation forp1 in the geo-
metrical acoustics derived from Eqs.~5!–~8!. Thus, if the
terms proportional to“"v are ignored, Eqs.~17! and ~18!
exactly describe the amplitude of a sound wave in a geo-
metrical acoustics approximation, and correctly account for
terms of any order inv/c. Note that in Ref. 9 starting from
the transport equation, Eq.~3.18!, a law of acoustic energy
conservation in geometrical acoustics of moving media is
derived; see Eq.~3.21! from that reference. Since Eq.~51!
coincides with Eq.~3.18!, the same law@i.e., Eq.~3.21! from
Ref. 9# can be derived from Eq.~51! provided that the terms
proportional to“"v are ignored.

G. Discussion

Thus, by comparing a set of Eqs.~17! and~18! with the
equations forp which are widely used in atmospheric acous-
tics, we determined that this set has the same or a wider
range of applicability than these equations forp. Note that
there are other equations forp known in the literature~see
Refs. 9, 11, 17 and references therein!: Monin’s equation,
Pierce’s equations, equation for the velocity quasi-potential,
the Andreev–Rusakov–Blokhintzev equation, etc. Most of
these equations have narrower ranges of applicability than
the equations presented above and have been seldom used
for calculations ofp.

V. NUMERICAL IMPLEMENTATION

In this section, we describe simple algorithms for FDTD
solutions of Eqs.~17! and~18! in the two spatial dimensions
x andy. Isolating the partial derivatives with respect to time
on the left side of these equations, we have

]p

]t
52S vx

]

]x
1vy

]

]yD p2kS ]wx

]x
1

]wy

]y D1kQ, ~52!

]wx

]t
52S wx

]

]x
1wy

]

]yD vx2S vx

]

]x
1vy

]

]yDwx

2b
]p

]x
1bFx , ~53!

]wy

]t
52S wx

]

]x
1wy

]

]yD vy2S vx

]

]x
1vy

]

]yDwy

2b
]p

]y
1bFy , ~54!

whereb51/r is the mass buoyancy andk5rc2 is the adia-
batic bulk modulus. In Eqs.~52!–~54!, the subscriptsx andy
indicate components along the corresponding coordinate
axes.

The primary numerical issues pertinent to solving these
equations in a moving inhomogeneous medium are summa-
rized and addressed in Secs. V A–V C. Example calculations
are provided in Secs. V D and V E.

A. Spatial finite-difference approximations

The spatial finite-difference~FD! network considered
here stores the pressure and particle velocities on a grid that
is staggered in space, as shown in Fig. 1. The pressure is
stored at integer node positions, namelyx5 i Dx and y
5 j Dy, wherei and j are integers andDx and Dy are the
grid intervals in thex- and y-directions. Thex-components
of the acoustic velocity,wx , are staggered~offset! by Dx/2
in the x-direction. They-components of the acoustic veloc-
ity, wy , are staggered byDy/2 in they-direction. This stag-
gered grid design is widely used for wave propagation cal-
culations in nonmoving media.27–30 Here we furthermore
storevx and Fx at thewx nodes, andvy and Fy at thewy

nodes. The quantitiesb, k, andQ are stored at the pressure
nodes.

For simplicity, we consider in this article only a second-
order accurate, spatially centered FD scheme. A centered so-
lution of Eqs.~52!–~54! requires an evaluation of each of the
terms of the right-hand sides of these equations at the grid
nodes where the field variable on the left-hand side is stored.
One of the main motivations for using the spatially staggered

FIG. 1. Spatially staggered finite-difference grid used for the calculations in
this article.
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grid is that it conveniently provides compact, centered spatial
differences for many of the derivatives in Eqs.~52!–~54!.
For example,]wx /]x in Eq. ~52! is

]wx~ i Dx, j Dy,t !/]x.$wx@~ i 11/2!Dx, j Dy,t#

2wx@~ i 21/2!Dx, j Dy,t#%/Dx ~55!

and]p/]y in Eq. ~54! is

]p@ i Dx,~ j 11/2!Dy,t#/]y

.$p@ i Dx,~ j 11!Dy,t#2p@ i Dx, j Dy,t#%/Dy. ~56!

The derivatives]p/]x and ]wy /]y follow similarly. The
body source terms can all be evaluated directly, since they
are already stored at the grid nodes where the FD approxi-
mations are centered. The same is true ofk, which is stored
at the pressure grid nodes and needed in Eq.~52!. Regarding
Eqs.~53! and~54!, the values forb can be determined at the
needed locations by averaging neighboring grid points.

The implementation of the remaining terms, particular to
the moving medium, is somewhat more complicated. For
example, the derivatives of the pressure field in Eq.~52!,
]p/]x and ]p/]y, cannot be centered atx5 i Dx and y
5 j Dy from approximations across a single grid interval.
Centered approximations can be formed across two grid in-
tervals, however, as suggested in Ref. 2. For example,

]p~ i Dx, j Dy,t !/]x

.$p@~ i 11!Dx, j Dy,t#2p@~ i 21!Dx, j Dy,t#%/2Dx.

~57!

Neighboring grid points can be averaged to find the wind
velocity componentsvx and vy at x5 i Dx and y5 j Dy,
which multiply the derivatives]p/]x and ]p/]y, respec-
tively, in Eq. ~52!. Similarly, the spatial derivatives of the
particle velocities in Eqs.~53! and~54! can be approximated
over two grid intervals. In Eq.~53!, the quantitieswy andvy

~multiplying the derivatives]vx /]y and ]wx /]y, respec-
tively! are needed at the grid pointx5( i 11/2)Dx and y
5 j Dy. Referring to Fig. 1, a reasonable way to obtain these
quantities would be to average the four closest grid nodes:

wy@~ i 11/2!Dx, j Dy,t#

.
1

4
$wy@~ i 11!Dx,~ j 11/2!Dy,t#

1wy@ i Dx,~ j 11/2!Dy,t#

1wy@~ i 11!Dx,~ j 21/2!Dy,t#

1wy@ i Dx,~ j 21/2!Dy,t#%, ~58!

and likewise forvy . The quantitieswx andvx , multiplying
the derivatives]vy /]x and]wy /]x in Eq. ~54!, can be ob-
tained similarly.

B. Advancing the solution in time

Let us define the functionsf p , f x , and f y as the right-
hand sides of Eqs.~52!, ~53!, and ~54!, respectively. For
example, we write

]p~ i Dx, j Dy,t !

]t

5 f p@ i Dx, j Dy,p~ t !,wx~ t !,wy~ t !,s~ t !#, ~59!

where p(t), wx(t), and wy(t) are matrices containing the
pressures and acoustic velocities at all available grid nodes.
For convenience,s(t) is used here as short hand for the com-
bined source and medium properties (b, k, vx , vy , Q, Fx ,
and Fy) at all available grid nodes. ~Note that
f p@ i Dx, j Dy,p(t),wx(t),wy(t),s(t)# in actuality depends
only on the fields at a small number of neighboring grid
points of (i Dx, j Dy) when second-order spatial differencing
is used. The notation here is general enough, though, to ac-
commodate spatial differencing of an arbitrarily high order.!

For a nonmoving medium, the solution is typically ad-
vanced in time using a staggered temporal grid, in which the
pressures are stored at the integer time stepst5 l Dt and the
particle velocities at the half-integer time stepst5( l
11/2)Dt.27–30 The acoustic velocities and pressures are up-
dated in an alternating ‘‘leap-frog’’ fashion, with the fields
from the previous time step being overwritten in place. Con-
sidering the moving media equations, approximation of the
time derivative in Eq.~59! with a finite difference centered
on t5( l 11/2)Dt ~that is, ]p@ i Dx, j Dy,(l 11/2)Dt#/]t
.$p@ i Dx, j Dy,(l 11)Dt#2p@ i Dx, j Dy,l Dt#%/Dt) results
in the following equation for updating the pressure field:

p@ i Dx, j Dy,~ l 11!Dt#

5p@ i Dx, j Dy,l Dt#1Dt f p†i Dx, j Dy,p@~ l 11/2!Dt#,

wx@~ l 11/2!Dt#,wy@~ l 11/2!Dt#,s@~ l 11/2!Dt#‡.

~60!

Note that this equation requires the pressure field at the half-
integer time steps, i.e.,t5( l 11/2)Dt. In the staggered leap-
frog scheme, however, the pressure is unavailable at the half-
integer time steps. A similar centered approximation for the
acoustic velocities indicates that they are needed on the in-
teger time steps in order to advance the solution, which is
again problematic. If one attempts to address this problem by
linearly interpolating between adjacent time steps~i.e., by
setting p@( l 11/2)Dt#.$p@ l Dt#1p@( l 11)Dt#%/2 in Eq.
~60!!, explicit updating equations~a solution of Eq.~60! for
p@ i Dx, j Dy,(l 11)Dt# that does not require the pressure
field at nearby grid points at the time stept5( l 11)Dt) can-
not be obtained. Hence the customary staggered leap-frog
approach does not lead to an explicit updating scheme for the
acoustic fields in a moving medium. The staggered leap-frog
scheme can be rigorously implemented only when the terms
particular to the moving medium~those involvingvx andvy)
are removed from Eqs.~52!–~54!.

A possible work-around would be to use the pressure
field p( l Dt) in place ofp@( l 11/2)Dt# when evaluatingf p ,
and wx@( l 21/2)Dt# and wy@( l 21/2)Dt# in place of
wx( l Dt) andwy( l Dt) when evaluatingf x and f y . This non-
rigorous procedure uses the Euler~forward difference!
method to evaluate the moving-media terms while maintain-
ing the leap-frog approach for the remaining terms. From a
programming standpoint, the algorithm proceeds in essen-
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tially the same manner as the staggered leap-frog method for
a nonmoving medium. The calculations in Ref. 2 appear to
use such a procedure. But the stability and accuracy of this
algorithm are unclear. An alternative is provided in Ref. 4,
which uses a perturbative solution based on the assumption
that the flow velocity is small.

Here we would like to develop a general technique that
is applicable to high Mach numbers. The simplest way to
accomplish this is to abandon the staggered temporal grid
and form centered finite differences overtwo time steps.
The pressure updating equation, based on the approximation
]p( i Dx, j Dy, l Dt)/]t.$p@ i Dx, j Dy,(l 11)Dt]
2p@ i Dx, j Dy,(l 21)Dt] %/2Dt, is

p@ i Dx, j Dy,~ l 11!Dt#

5p@ i Dx, j Dy,~ l 21!Dt#

12 Dt f p@ i Dx, j Dy,p~ l Dt !,wx~ l Dt !,

wy~ l Dt !,s~ l Dt !#. ~61!

Similarly, we derive

wx@~ i 11/2!Dx, j Dy,~ l 11!Dt#

5wx@~ i 11/2!Dx, j Dy,~ l 21!Dt#12 Dt f x@~ i

11/2!Dx, j Dy,p~ l Dt !,wx~ l Dt !,wy~ l Dt !,s~ l Dt !#,

~62!

wy@ i Dx,~ j 11/2!Dy,~ l 11!Dt#

5wy@ i Dx,~ j 11/2!Dy,~ l 21!Dt#

12 Dt f y@ i Dx,~ j 11/2!Dy,p~ l Dt !,wx

~ l Dt !,wy~ l Dt !,s~ l Dt !#. ~63!

Somewhat confusingly, this general temporal updating
scheme has also been called the ‘‘leap-frog’’ scheme in the
literature,31 since it involves alternately overwriting the
wavefield variables at even and odd integer time steps based
on calculations with the fields at the intervening time step.
We call this scheme here thenonstaggered leap-frog. The
primary disadvantage, in comparison to the staggered leap-
frog scheme, is that the fields must be stored over two time
steps, rather than just one. Additionally, the numerical dis-
persion and instability characteristics are inferior to those of
the conventional staggered scheme due to the advancement
of the wavefield variables over two time steps instead of one.
On the other hand, the nonstaggered leap-frog does provide a
simple and rigorous centered finite-difference scheme that is
not specialized to low Mach number flows. Other common
numerical integration methods, such as the Runge–Kutta
family, can also be readily applied to the nonstaggered-in-
time grid. Some of the calculations following later in this
section use a fourth-order Runge–Kutta method, which is
described in Ref. 32 and many other texts. We have also
developed a staggered-in-time method that is valid for high
Mach numbers but requires the fields to be stored over two
time levels. This method was briefly discussed in Ref. 6.

Note that our present numerical modeling efforts are di-
rected toward demonstrating the applicability and feasibility

of FDTD techniques for simulating sound propagation in a
moving atmosphere. We have not undertaken a comprehen-
sive comparative analysis of the many alternative numerical
strategies available for the solution of Eqs.~17! and ~18!.
However, several of these approaches~including the pseu-
dospectral method, higher-order spatial and/or temporal
finite-difference operators, and the dispersion relation pre-
serving ~DRP! technique! yield accurate simulations of
sound propagation with fewer grid intervals per wavelength
compared with our numerical examples. In particular, the
DRP method, involving optimized numerical values of the
finite-difference operator coefficients~e.g., Ref. 18!, can be
readily introduced into our FDTD algorithmic framework.

C. Dependence of grid increments on Mach number

For numerical stability of the 2-D FDTD calculation, the
time stepDt and grid spacingDr must be chosen to satisfy
the Courant condition,C,1/& ~e.g., see Ref. 33!, where the
Courant number is defined as

C5
u Dt

Dr
. ~64!

Here,u is the speed at which the sound energy propagates.
@For a nonuniform grid,Dr 51/A(Dx)221(Dy)22.] Since
the grid spacing must generally be a small fraction of a
wavelength for good numerical accuracy, the Courant condi-
tion in practice imposes a limitation on the maximum time
step possible for stable calculations. An even smaller time
step may be necessary for good accuracy, however.

Let us consider the implications of the Courant condi-
tion for propagation in a uniform flow. In this case,u is
determined by a combination of the sound speed and wind
velocity. In the downwind direction, we haveu5u15c
1v. In the upwind direction,u5u25c2v. The wave-
lengths in these two directions arel15(c1v)/ f and l2

5(c2v)/ f , respectively, wheref is the frequency. Since the
wavelength is shortest in theupwinddirection, the value of
l2 dictates the grid spacing. We set

Dr 5
l2

N
5

l

N
~12M !, ~65!

whereN is the number of grid points per wavelength in the
upwind direction,M5v/c is the Mach number, andl5c/ f
is the wavelength for the medium at rest. IfN is to be fixed
at a constant value, a finer grid is required asM increases.
Regarding the time step, the Courant condition implies

Dt,
l2

Nu
. ~66!

This condition is most difficult to meet whenu is largest,
which is the case in thedownwinddirection. Therefore we
must useu1 in the preceding inequality if we are to have
accurate results throughout the domain; specifically, we must
set

Dt,
l2

Nu1
5

1

N f

12M

11M
. ~67!
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Therefore the time step must also be shortened asM in-
creases. For example, the time step atM51/3 must be 1/2
the value necessary atM50. At M52/3, the time step must
be 1/5 the value atM50. The reduction of the required time
step and grid spacing combine to make calculations at large
Mach numbers computationally expensive.

D. Example calculations

In this subsection, we use the developed algorithm for
FDTD solutions of Eqs.~52!–~54! to compute the sound
field p in a 2-D homogeneous uniformly moving medium.
The geometry of the problem is shown in Fig. 2. A point
monochromatic source is located at the origin of the Carte-
sian coordinate systemx,y. The medium velocityv is paral-
lel to thex-axis. We will first obtain an analytical formula for
p for this geometry.

In a homogeneous uniformly moving medium,c, %, and
v are constant so that“"v50 and“P50. Therefore, Eqs.
~17! and ~18! describe sound propagation exactly for this
case and are valid for an arbitrary value of the Mach number
M . They can be written as

S ]

]t
1v"“ D p1%c2

“"w5%c2Q, ~68!

S ]

]t
1v"“ Dw1

“p

%
50. ~69!

Here,p andw are functions of the coordinatesx, y and time
t, “5(]/]x,]/]y), and the functionQ is given by

Q5
2iA

%v
e2 ivtd~x!d~y!, ~70!

whered is the delta function and the factorA characterizes
the source amplitude. In Eqs.~68! and~69!, for simplicity, it
is assumed thatF50.

Assuming thatv,c, the following solution of Eqs.~68!
and ~69! is obtained in the Appendix:

p~r ,a,M !

5
iA

2~12M2!3/2S H0
(1)~j!2

iM cosa

A12M2 sin2 a
H1

(1)~j!D
3expF2

ikMr cosa

12M2 G . ~71!

Here, k5v/c, H0
(1) , and H1

(1) are the Hankel functions,j
5krA12M2 sin2 a/(12M2), andr anda are the polar coor-
dinates shown in Fig. 2. Forkr@1, the Hankel functions can
be approximated by their asymptotics. This results in the
desired formula for the sound pressure:

p~r ,a,M !5
A~A12M2 sin2 a2M cosa!

A2pkr~12M2!~12M2 sin2 a!3/4

3expF i ~A12M2 sin2 a2M cosa!kr

12M2 1
ip

4 G .
~72!

Note that a sound field due to a point monochromatic source
in a 2-D homogeneous uniformly moving medium was also
studied in Ref. 18 by a different approach. The phase factor
obtained in that reference is essentially the same as that in
Eq. ~72!. Only a general expression for the amplitude factor
was presented in Ref. 18 which does not allow a detailed
comparison with the amplitude factor in Eq.~72!.

Let us now consider the FDTD calculations of the sound
field for the geometry in Fig. 2. In these calculations, the
source consists of a finite-duration harmonic signal with a
cosine taper function applied at the beginning and the end.
The tapering alleviates numerical dispersion of high frequen-
cies, which becomes evident when there is an abrupt change
in the source emission. The tapered source equation is

Q̃~ t !55
~1/2!@12cos~pt/T1!#cos~2p f 1f!,

0<t,T1 ,

cos~2p f 1f!, T1<t<T2T2 ,

~1/2!@11cos~p~ t2T!/T2!#cos~2p f 1f!,

T2T2,t<T,

0, otherwise.

~73!

Here,f is the source phase,T1 is the duration of the initia-
tion taper, andT2 is the duration of the termination taper. All
calculations in this paper use tapering over an interval of 3
periods in the harmonic wave (T15T253/f ) and a total
signal duration of 10 periods (T510/f ).

Figure 3 shows the pressure field for a 100 Hz source in
a uniform Mach 0.3 flow. The field is shown at 0.11 s, or
0.01 s after the source has been turned off. The distance
between wave fronts is smaller upwind than downwind. The
calculations use the fourth-order Runge–Kutta method with
a staggered spatial grid and a nonstaggered temporal grid.
The spatial domain is 100 m by 100 m, with 800 grid points
in each direction. This results in approximately 19 grid
points per wavelength in the upwind direction. The time step
was set to 0.145 ms, which implies a Courant number of 0.40
in a nonmoving medium but 0.52 in the downwind direction
of the M50.3 flow. Using the run shown in Fig. 3, the azi-
muthal dependence of the normalized sound pressure magni-
tudeup(r ,a,M )/p(r ,0,0)u for values ofkr ranging from 1 to
100 was compared to the theoretical far-field result calcu-
lated from Eq.~72!. Excellent agreement was found between
theoretical predictions and FDTD simulations forkr*10.

The azimuthal dependence ofup(r ,a,M )/p(r ,0,0)u at
kr520 is compared for several numerical methods in Fig. 4.

FIG. 2. The geometry of the problem.
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The methods include the staggered~with forward-
differencing of the moving medium terms mentioned in Sec.
V B! and nonstaggered leap-frog approaches and the fourth-
order Runge–Kutta. The time step for the leap-frog methods
was 0.036 ms~1/4 that used for the Runge–Kutta!, so that
the computational times of all calculations are roughly equal.
The Runge–Kutta and nonstaggered leap-frog provide
graphically indistinguishable results. The staggered leap-
frog, however, systematically underpredicts the amplitude in
the downwind direction and overpredicts in the upwind di-
rection. The actual sound pressure signals att50.11 s, cal-
culated from the staggered and nonstaggered leap-frog ap-
proaches, are overlaid in Fig. 5. In the downwind direction,
the staggered leap-frog method provides a smooth prediction
at distances greater than about 22 m. The noisy appearance at
shorter distances is due to numerical instability, which was
clear from the rapid temporal growth of these features we

observed as the calculation progressed. We conclude that the
staggered leap-frog approach, when applied to a moving me-
dium, is less accurate and more prone to numerical instabil-
ity. This is likely due to the nonsymmetric temporal finite
difference approximations for the moving medium terms.

Figure 6 shows the azimuthal dependence of
up(r ,a,M )/p(r ,0,0)u for M50, 0.3, and 0.6. All FDTD cal-
culations for this figure use the fourth-order Runge–Kutta
method. Two calculated curves are shown: one for a low-
resolution run with 8003800 grid points and a time step of
0.145 ms, and the other for a high-resolution run with 1600
31600 grid points and a time step of 0.0362 ms. ForM
50.3, both grid resolutions yield nearly exact agreement
with Eq. ~72!. At M50.6, the low-resolution run has 11
spatial grid nodes per wavelength in the upwind direction
and a downwind Courant number of 0.64. The high-
resolution grid has 22 spatial grid nodes per wavelength in

FIG. 3. Wavefronts of the sound pressure due to a point
source located at the pointx50 and y50 for M
50.3. The medium velocity is in the direction of the
x-axis.

FIG. 4. Normalized sound pressure amplitude
up(r ,a,M )/p(r ,0,0)u versus the azimuthal anglea for
M50.3 andkr520. The staggered and nonstaggered
leap-frog methods and the fourth-order Runge–Kutta
are compared to the theoretical solution. The nonstag-
gered leap-frog and Runge–Kutta methods are graphi-
cally indistinguishable.
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the upwind direction and a downwind Courant number of
0.32. Agreement with theory atM50.6 is very good for the
high-resolution run. The low-resolution run substantially un-
derpredicts the upwind amplitude.

Finally note that it follows from Figs. 4 and 6 that the
sound pressure is largest fora5180°, i.e., in the upwind
direction. This dependence is also evident upon close exami-
nation in Fig. 3.

E. Comparison of FDTD and FFP calculations

The computational examples so far in this paper have
been for uniform flows. However, the numerical methods
and equations upon which they are based apply to nonuni-
form flows as well. In this section, we consider an example
calculation for a flow with constant shear. The point source
and receiver are both located at a height of 20 m and the

frequency is 100 Hz. The computational domain is 200 m by
100 m and has 600 by 300 grid points. The time step is
7.7331024 s and the fourth-order Runge–Kutta method is
used. A rigid boundary condition is applied at the ground
surface (y50 m). An absorbing layer in the upper one-fifth
of the simulation domain removes unwanted numerical re-
flections.~The implementation of the rigid ground boundary
condition and the absorbing layer is described in Ref. 34.
Realistic ground boundary conditions in a FDTD simulation
of sound propagation in the atmosphere are considered in
Ref. 35.!

Calculated transmission loss~sound level relative to free
space at 1 m from the source! results are shown in Figs. 7~a!
and 7~b!. The first of these figures is for a zero-wind condi-
tion and the second is for a horizontal (x-direction! wind
speed ofv(y)5my, where the gradientm is 1 s21. For Fig.

FIG. 5. Sound pressure traces for~a! downwind and~b!
upwind propagation. Calculations from the staggered
and nonstaggered leap-frog methods are shown~dashed
and solid lines, respectively!.
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7~a!, the FDTD results are compared with both the exact
solution for a point source above the rigid boundary and
calculations from the FFP developed in Ref. 36. The FDTD
results are nearly indistinguishable from the exact solution.
The FFP is also in good agreement, although there is some
systematic underprediction of the interference minima, par-
ticularly so near the source. This is likely due to the far-field
approximation inherent to the FFP. For the case with con-
stant shear, Fig. 7~b!, the interference pattern is shifted. The
FDTD and FFP continue to show very similar small discrep-
ancies near the source. On the basis of the results shown in
Fig. 7~a!, it is highly likely that the FDTD is more accurate.
The FDTD calculations required about 100 times as long to
complete as the FFP on a single-processor computer. As
would be expected, the FFP is more efficient for calculations
at a limited number of frequencies in a horizontally stratified
medium.

VI. CONCLUSIONS

In the present paper, we have considered starting equa-
tions for FDTD simulations of sound propagation in a mov-
ing inhomogeneous atmosphere. FDTD techniques can pro-
vide a very accurate description of sound propagation in
complex environments.

A most general description of sound propagation in a
moving inhomogeneous medium is based on the complete
set of linearized equations of fluid dynamics, Eqs.~5!–~8!.
However, this set is too involved to be effectively employed
in FDTD simulations of outdoor sound propagation. In this
paper, the linearized equations of fluid dynamics were re-
duced to two simpler sets of equations which can be used as
starting equations for FDTD simulations.

The first set of equations contains three coupled equa-
tions, Eqs.~5!, ~6!, and~13!, for the sound pressurep, acous-
tic velocity w, and acoustic densityh. This set is an exact
consequence of the linearized equations of fluid dynamics,
Eqs.~5!–~8!. To solve the first set of equations, one needs to
know the following ambient quantities: the adiabatic sound

speedc, density%, medium velocityv, pressureP, and the
parametersa, b, andh. The atmosphere can be modeled as
an ideal gas to a very good accuracy. In this case, the first set
of equations simplifies and is given by Eqs.~5!, ~6!, and~15!.
Now it contains the following ambient quantities:c, %, v,
andP.

The second set of starting equations for FDTD simula-
tions contains two coupled equations for the sound pressure
p and acoustic velocityw, Eqs. ~17! and ~18!. In order to
solve this set one needs to know a fewer number of the
ambient quantities:c, %, andv. Note that namely these am-
bient quantities appeared in most of equations for the sound
pressurep which have been previously used for analytical
and numerical studies of outdoor sound propagation. The
second set was derived from Eqs.~5!–~8! assuming that
terms proportional to the divergence of the medium velocity
and the gradient of the ambient pressure can be ignored.
Both these assumptions are reasonable in atmospheric acous-
tics. To better understand the range of applicability of the
second set, it was compared with equations for the sound
pressurep which have been most often used for analytical
and numerical studies of sound propagation in a moving in-
homogeneous medium. It was shown that the second set has
the same or wider range of applicability than these equations
for p. Thus, a relatively simple set of Eqs.~17! and ~18!,
which is however rather general, seems very attractive as
starting equations for FDTD simulations.

The numerical algorithms for FDTD solutions of the
second set of equations were developed for the case of a 2-D
inhomogeneous moving medium. It was shown that the
staggered-in-time grid approach commonly applied to non-
moving media cannot be applied directly for the moving
case. However, fairly simple alternatives based on
nonstaggered-in-time grids are available. We used the result-
ing algorithms to calculate the sound pressure due to a point
source in a homogeneous uniformly moving medium. The
results obtained were found in excellent agreement with ana-
lytical predictions even for a Mach number as high as 0.6.

FIG. 6. Normalized sound pressure amplitude
up(r ,a,M )/p(r ,0,0)u versus the azimuthal anglea for
M50, 0.3, and 0.6. The fourth-order Runge–Kutta
method was used. The calculation with 8003800 grid
points had a spatial resolution of 0.125 m and time step
0.145 ms, whereas the 160031600 calculation had a
spatial resolution of 0.0625 m and time step 0.0362 ms.
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Furthermore, using the algorithm developed, we calculated
the sound field due to a point source in a stratified moving
atmosphere. The results obtained are in a good agreement
with the FFP solution.

Finally note that Eqs.~17! and ~18! have already been
used as starting equations in FDTD simulations of sound
propagation in 3-D moving media with realistic velocity
fields. The results obtained were published in proceedings of
conferences.5–8 These realistic velocity fields include the fol-
lowing: kinematic turbulence generated by quasi-wavelets,5,6

3-D stratified moving atmosphere,6 and atmospheric turbu-
lence generated by large-eddy simulation.7 In Ref. 8, FDTD
simulations were used to numerically study infrasound
propagation in a moving atmosphere over distances of sev-
eral hundred km. The largest run to date incorporated over
1.5 billion nodes and took about 100 hours on 500 Compaq
EV6 parallel processors.8
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APPENDIX: SOUND FIELD DUE TO A POINT
MONOCHROMATIC SOURCE IN A HOMOGENEOUS
UNIFORMLY MOVING MEDIUM

In this appendix, we derive a formula for the sound pres-
sure due to a point monochromatic source located in a 2-D
homogeneous uniformly moving medium~see Fig. 2!.

For this geometry, Eqs.~68! and~69! can be reduced to
a single equation for the sound pressure:

S ]

]t
1v"“ D 2

p2c2¹2p5%c2S ]

]t
1v"“ DQ. ~A1!

Here, the source functionQ is given by Eq.~70! and contains
the time factor exp(2ivt). In what follows, this time factor is
omitted. Furthermore, taking into account that the medium
velocity is parallel to thex-axis, Eq.~A1! can be written as

S ]2

]x2 1
]2

]y2 1k212ikM
]

]x
2M2

]2

]x2D p~x,y!

5
2iA

v S iv2v
]

]xD d~x!d~y!. ~A2!

Let

p~x,y!5
2iA

v S iv2v
]

]xDF~x,y!. ~A3!

Substituting this formula into Eq.~A2!, we obtain the follow-
ing equation for the functionF(x,y):

F ]2

]x2 1
]2

]y2 2S 2 ik1M
]

]xD 2GF~x,y!5d~x!d~y!.

~A4!

In this equation, let us make the following transformations:

x5A12M2X, k5A12M2K,

F~x,y!5exp~2 iKMX !C~X,y!. ~A5!

As a result, we obtain the following equation for the fuinc-
tion C(X,y):

F ]2

]X2 1
]2

]y2 1K2GC~X,y!5
1

A12M2
d~X!d~y!. ~A6!

A solution of this equation is well known:

C~X,y!52
i

4A12M2
H0

(1)~KAX21y2!. ~A7!

Using this expression forC and Eqs.~A3! and ~A5!, we
obtain a desired formula for the sound pressure of a point
monochromatic source in a 2-D homogeneous uniformly
moving medium:

p~x,y!5
iA

2~12M2!3/2FH0
(1)~j!2

iMkx

j~12M2!
H1

(1)~j!G
3expS 2

ixkM

12M2D . ~A8!

FIG. 7. Comparisons between the transmission loss calculated with different
methods.~a! Homogeneous atmosphere without wind.~b! Atmosphere with
linearly increasing wind velocity.
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Here, j5 (k/A12M2)Ax2/(12M2) 1y2. In polar coordi-
nates, Eq.~A8! becomes Eq.~71!.
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Approximate high-order dynamic theory of a fluid layer
in between two thick solids
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A thin layer of heavy fluid with bound faces is considered first. For the sake of simplicity, the effects
of vortex and viscosity are neglected. Two cases of compressible and incompressible fluids are
treated, assuming that a thickness-over-wavelength ratio is a small parameter. For the internal state
of medium the relations between the quantities on the layer surfaces are deduced. In contrast to the
standard approach, which expands the propagator matrix into power series of a small wave number,
the asymptotic integration of 3D equations and boundary conditions of fluid dynamics is performed.
Respective relations are represented in a recurrent form and permit one to obtain the high-order
components of the displacements and pressure rather simply. When considering two thick solids
with a fluid in between, this result is used to derive the so-called ‘‘impedance boundary conditions’’
~IBC! with a relative asymptotic error up to tenth order. Tests show their validity until the first
quasiresonance frequency of a layer, so, the analysis is not just long wave but essentially low
frequency. Thus, these IBC are applicable to reduce the dimension in the analysis of challenged
multicomponent system of fluid-coupled solids in a reasonable frequency range. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1850406#
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I. INTRODUCTION

The term ‘‘impedance boundary conditions’’~IBC! has
been introduced by Leontovich1 while studying conducting
surface, and his approximation involved electromagnetic
field and its normal derivatives. Since such approximate
boundary conditions are widely used in electrodynamics,2,3

they remain a simple but powerful instrument to describe the
surface phenomena.4 Similar results have been obtained also
in the modeling of thin layers in elasticity.5,6 Physically, they
are based on the fact that for a layer with fixed faces~or
immersed in a very stiff medium! the first dispersion curve
begins with a certain nonzero cutoff frequencyVÞ0. For this
reason, the leading approximation of the internal state of a
layer at low frequency can be described without differential
equations, but algebraically. Thus, IBC are necessarily long
wave and their leading terms are ‘‘quasistatic.’’ The IBC for
elastic layer and for viscoelastic adhesive bond have been
derived using direct analysis of propagator matrix.7 On in-
troducing the small dimensionless wave numberkh the
propagator matrix is expanded into a power series, which is
truncated with the relative asymptotic errorO(kh) or
O(kh)2, respectively.7–9 In what follows, we use the propa-
gator matrix only for testing and deduce IBC from the
asymptotic analysis of the 3D boundary value problem to the
dynamic equations of fluid. For the sake of simplicity, the
effects of vortex and viscosity are neglected. Our small pa-
rametere—a fraction of the layer half-thickness over the
characteristic wavelength—is used to scale variables and to
derive recurrent relations between the components of
asymptotic power series for all quantities. The very efficient

method of asymptotic integration5,10 permits us to deduce
IBC of high order, up to the asymptotic errorO(e10) in this
publication. In fact, these IBC may play the same role as the
approximation of the transmission function, which is essen-
tially low frequency but possibly not just long wave.

Thus, the obtained IBC can be used to reduce the prob-
lem dimension in the analysis of challenged multicomponent
system of fluid-coupled solids in a reasonable frequency
range. Let us mention just two such: study of the spectral
properties of aset of fluid-coupled thick solids~e.g., plates or
laminates! and calculation of thenear field, radiated bya
fluid-coupled ultrasonic transducerinto structural member.
The couplants are often used when facing the imperfect~not
polished! surface. Naturally, the result depends on the fluid
properties and thickness, and their influence to the field
should be taken into account.11 Since the area of the contact
spot underneath the transducer~or of its perplex wedge! is of
finite size, some boundary effect caused by the ends can be
expected. However, we may saya priori that the effect is
smooth due to the longitudinal motions in the fluid layer,
which is wider than this area, caused by the ends. So, the
neglecting of these ends for thin couplant seems reasonable
because the longitudinal motion in the fluid does not affect
the pressure and the transverse displacement too much. The
total problem is subdivided into two others: alocal problem
to seek the pressure on the interface of the infinite couplant
and inspected solid; and a problem to calculate the solid
response to this pressure, but distributed on a finite area of
contact spot. Our IBC may help only in solving the local
problem. Of course, further development needs to take into
account the possible fluid viscosity.

The paper is organized as follows: In Sec. II the problem
is formulated for a fluid layer with given displacements on

a!Present address: FESBE, London South Bank University, 103 Borough
Road, London SE1 0AA, United Kingdom. Electronic mail:
ddIzakh@mail.ru
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its surfaces. The asymptotic series for main physical quanti-
ties are presented. In Sec. III the recurrent relations between
the displacements and pressure on the surfaces are derived.
The dimensional form of IBC of tenth order is obtained and
the limit cases are studied in Sec. IV. Section V describes the
IBC of high order for two fluid-coupled solids, and Sec. VI
presents a few numerical tests for two fluid-coupled elastic
half-spaces with incident wave falling to the interface from
the top solid. Finally, we discuss the validity of the
asymptotic model in Sec. VII and sum up with a conclusion.

II. SCALING IN FLUID AND ASYMPTOTIC SERIES

Let a fluid layer occupy a region2`,X1 , X2,`,
uX3u<h (H52h), whereX[Xaia ~a51,2!, Z[X3 are Car-
tesian coordinates. The fluid is assumed to be linear, nonvis-
cous, and Newtonian, with mass densityr and sound veloc-
ity c. To begin with, consider the boundary conditions on the
lower and upper fluid surfacesZ57h in the form of given
normal displacementsU35U7(X,T) ~T is time!.

Introduce the potentialC of the fluid displacements and
assume the characteristic longitudinal scaleL of dynamic
process to be much larger than the half thicknessh, i.e., e
5h/L!1. The main equations and constitutive relations are
written as follows:

~B2]Z
2!C50, B[c22]T

22D, D[]X1

2 1]X2

2 ~1!

Ua5]Xa
C, U35]ZC, ~2!

P52r]T
2C, ~3!

whereU3 , Ua are components of the displacement vector
andP is the acoustic pressure.

Denotez7[UZuZ57h and set the direction of theZ axis
against the gravity. Then, the total pressureP

*
7 on the lower/

upper surface includes gravitational terms and acquires the
form

P
*
752r]T

2CuZ57h2rg8z75P72rg8z7

~g8'9.8 m/s2!, ~4!

z7[U7. ~5!

Now, proceed to the dimensionless quantities. Normal-
ize the coordinates and time as follows:

Z5zh, X5xL,
~6!

T5tT0 , ~T05eaL/c!,

where the degreea is to be determined further. For the time-
harmonic wavese2 ivT the respective time scale has, of
course, the orderv21, and it is possible to speak about the
order v;e2a of this single frequency. But, we prefer to
introduce the parametera to be able to describe a more com-
plicated case, e.g., the transition wave in the form of integral
to the frequency interval.

The differential operator and derivatives are

]X5L21]x , ]Z5h21]z ,

]T
25T0

22] t
25~c/L !2e22a] t

2,

B2]Z
2[L22$e22a] t

22e22]z
22¹2%, ~¹2[]1

21]2
2!.

Similarly to the classical shallow-water approach,10 the po-
tential, displacements, and pressure are sought in the form of
asymptotic power series with respect toe

C5h2el~c01ec11¯ !,

Ua5hel11~ua
01eua

11¯ ! ~a51,2!,

UZ5hel~uz
01euz

11¯ !, ~7!

P5rc2el1222a~p01ep11¯ !,

where the degreel has to be determined as well andhel

5Lel11.
Remark 1. In this scaling the compressible fluid is con-

sidered. If it is not compressible the operatorB[c22]T
2

2(]Z
21D) should be replaced byB[2]Z

22D and in the
formula ~6! the sound speedc is replaced by the speedc
5Ag8H of the gravitational wave. Other steps remain un-
changed.

III. RELATIONS FOR THE QUANTITIES ON THE
UPPER AND LOWER SURFACES

Upon the choicea50 the substitution of the asymptotic
series~7! into Eq. ~1! and relations~2!, ~3! yields a set of
recurrent formulas

]z
2c l5Ac l 22, ~A[] t

22¹2!, ~8!

uz
l 5]zc

l , ua
l 5]ac l , ~9!

pl52r] t
2c l , ~ l 50,1,2,...!. ~10!

The nonzero values in~8!–~10! correspond to the non-
negative indices only. So,]z

2c l50 asl ,2.
Remark 2. Let us briefly explain the choicea50. If not,

Eq. ~8! acquires the form

]z
2c l5] t

2c l 12a222¹2c l 22.

For the integer nonpositive valuesa the equation above is
recurrent, but the dynamic process is essentially long wave.
The casea50 covers this very long-wave description as
well with an explicit physical meaning—time scaling by the
sound velocity in fluid layer. Ata>1 the above relation is
physically inconsistent, which is easy to show forl 50, 1. In
terms of frequency ranges the scale witha50 corresponds to
v<O(1) ase→10.

Introduce the additional notations for the half-sum and
half-difference of the displacements on the fluid surfaces

j5
z11z2

2
, h5

z12z2

2
,

which are independent ofz and can be expanded into
asymptotic series similarly to~7!

j5hel~j01ej11¯ !, ~j↔h!.

Hence, settingl 50, 1 andn>0, we obtain from~8! and
~9! the recurrent chain
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c l 12n5 (
k50

2n11
zk

k!
ck

l 12n~x,t !,

ck
l 12n5

1

k~k21!
Ack22

l 12n22 ~k>2!,

c1
l 12n5j l 12n2 (

m51

2m11<2n11
1

~2m!!
c2m11

l 12n ,

c2
l 12n5h l 12n2 (

m51

2m<2n11
1

~2m21!!
c2m

l 12n5Ac0
l 12n22

~11!

uz
l 12n5 (

k51

2n11
zk21

~k21!!
ck

l 12n~x,t !.

As one can see, the basic step in this recurrent chain
equals 2.

Remark 3. In the above formulas the upper indices cor-
respond to the degree ofe in the respective asymptotic series
~7!. For chosen values ofn and l, all the terms with negative
upper index in the right-hand side equal zero.

For n50 we have]z
2c l50 with the respective compo-

nents of the field given by

c l5c0
l ~x,t !1zc1

l ~x,t !, uz
l 5c1

l ~x,t !,

ua
l 5]ac l~x,t !, pl52] t

2c0
l .

At z571 the displacement field should possess enough
freedom to satisfy the boundary conditions~5!, but as seenuz

l

is constant across the thickness. Hence, we should set
c1

l (x,t)50 and

c l5c0
l ~x,t !, uz

l 50, ua
l 5]ac0

l ~x,t !Þ0,

pl52] t
2c0

l 5p6,lÞ0.

For n51 the expressions for the potentials, normal dis-
placement, and pressure~10! become more interesting. From
Eq. ~8! we obtain a set of formulas

]z
2c l 125Ac l5Ac0

l ⇒c l 125c0
l 121zc1

l 121
z2

2!
Ac0

l ,

uz
l 125c1

l 121zAc0
l 5j l 121zh l 12,

Ap6,l52] t
2Ac0

l 52] t
2h l 12,

c l 125c0
l 121zj l 121

z2

2!
h l 12,

pl 1252] t
2c l 1252] t

2S c0
l 121zj l 121

z2

2!
h l 12D .

This is also an illustration of the origin of the general
recurrent relations. After these two steps one can easily pre-
dict the formulas~11!.

In general, the equationh l 125Ac0
l gives some infor-

mation about the potentialc0
l (x,t), but since the fluid layer

has no ends in the horizontal directions the displacements
ua

l 5]ac0
l (x,t) and potential itself remain undetermined.

Besides the formulas~2!–~5!, we may relate the pressure
on the surfaces from previous step and the half-difference of
the displacements. Note that for the half-sum and half-
difference of pressures on the upper/lower surfaces

p7,l[2] t
2c l uz571 ,

one can easily obtain

p1,l2p2,l

2
50,

AS p1,l1p2,l

2 D52] t
2S z12z2

2 D l 12

.

In a similar way the relations can be obtained for anyl
12n.

Omitting the cumbersome formulas forn52, 3, 4 let us
represent the final results for the last stepn55 considered in
this section

c l 1105 (
k50

10
zk

k!
ck

l 110, uz
l 1105 (

k51

10
zk21

~k21!!
ck

l 110,

Ap7,l 1852] t
2H h l 1107Aj l 181S 1

2!
2

1

3! DAh l 187S 1

3!
2

1

2! DA2j l 161S 1

4!
2

1

2!3!
1

1

3!2
2

1

5! D A2h l 167S 1

5!
2

1

2!3!

1
1

2!2
2

1

4! D A3j l 141S 1

6!
2

1

4!3!
1

1

2!3!2
2

1

2!5!
2

1

3!3
1

2

3!5!
2

1

7! D A3h l 147S 1

7!
2

1

2!5!
2

1

3!4!
2

1

2!3

1
1

2!23!
1

2

2!4!
2

1

6! D A4j l 121S 1

7!9!
2

1

6!9!
2

1

2!3!3
1

2

2!3!5!
1

1

3!4
2

3

3!25!
1

1

3!7!
1

1

3!24!
2

1

4!5!

1
1

5!2
1

1

6!8!
2

1

7!8! D A4h l 12J.

520 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Dmitry D. Zakharov: Approximate high-order dynamic theory



Then, the pressure and displacements on the surfaces are
related by formulas

p1,l 182p2,l 18

2
52] t

2H 01j l 182
1

3
Aj l 161

2

15
A2j l 14

2
17

315
A3j l 12J ,

~12!

AS p1,l 181p2,l 18

2 D52] t
2H h l 1101

1

3
Ah l 18

2
1

45
A2h l 161

2

945
A3h l 14

2
1 343

38 102 400
A4h l 12J .

The results at smallern can be found from~12! subtracting 2
consequently from the upper indices and by truncating the
terms with negative upper indices in the right-hand side.

IV. DIMENSIONAL FORM

On the basis of relations~12! let us now proceed to the
dimensional boundary relations. To this end rewrite first the
relations ~12! in the dimensional form. Multiplying both
sides in~12! by respectivee powers atn50 – 4 and collect-
ing termsekpk, ekjk, andekhk in both sides, we proceed to
the dimensional variables, displacements, pressure, and op-
erators and obtain

P12P252hr]T
2$0112 1

3h
2B1 2

15h
4B22 17

315h
6B3%

3~UZ
11UZ

2!,
~13!

hB~P11P2!52]T
2H 11 1

3h
2B2 1

45h
4B21 2

945h
6B3

2
1 343

38 102 400
h8B4J ~UZ

12UZ
2!.

Remark 4. The degreel is undetermined yet. Its value
depends on the problem considered. When using the condi-
tions ~5! on the fluid surfaces and assumingz75O(1) as
e→10, we should complete the recurrent formulas~8!–~11!
by an additional requirement

uz
l 12nuz5715L21z7~x,t !dl111 l 12n

0 ,

wheredl1 l 12n11
0 is a Kronecker delta. Since the first non-

zero component in both sides appears atl 12n52, the first
respective value to check isl523. By analyzing the recur-
rent chain~8!–~11! for different upper indices it is easy to
show that this value is consistent. Then, the asymptotic series
for the normal displacement can be rewritten in the form

Uz5he23~01e01e2uz
21e3uz

31¯ !

5L~uz
21e1uz

31¯ !.

However, relations~13! themselves do not specify the value
l in the explicit form.

V. HIGH-ORDER IMPEDANCE BOUNDARY
CONDITIONS

Now, investigate the differences from above, caused by
the hydroelastic contact. Suppose that the fluid layer is
placed in between two elastic anisotropic thick solids,
marked by the sign2 and1, respectively. Each of them is
described by the dynamic equation of anisotropic elasticity,
complemented by the boundary conditions of the hydroelas-
tic contact atZ57h, which involve the normal stressessZZ

7

and tangent stressessaZ
7

P752sZZ
7 1~r71r!g8UZ

7 ,

saZ
7 50 ~a51,2!, ~14!

z7[UZ
7 .

The scaling procedure in each solid differs from that in
the fluid layer only for coordinateZ, namely

Z5zL, X5xL, T5tT0 , T05L/c. ~15!

Remark 5. Let us make an additional comment to the
choice of a time scale. As seen in~15!, the time scale is the
same as in the fluid, i.e., we do not consider a contrast situ-
ation when the ratio of speeds in different media is compa-
rable with e power. If doing so, the case of the low-speed
fluid is nevertheless covered by the same description and the
respective terms of inertia in the thick solids will be small;
but, when the speed in the fluid is much greater than those in
the thick solids some additional difficulty may appear. In this
case the choicea50 is no longer universal. Another ex-
ample concerns the stratified heavy fluid with slightly differ-
ent mass densities, where, besides the acoustical waves, the
internal gravitational wave on the fluid interface may exist.
The appropriate speed is proportional toAg8H and, to de-
scribe this low process only the required time scale is
L/Ag8H;e21/2. The respective process in solid may be qua-
sistatic.

Applying ~15! to the dynamic equations of anisotropic
elasticity and to the Hooke law, we observe no small param-
eters appearing in these relations, which look absolutely
similar both in the dimensional and the dimensionless forms.
As a result, each of the dimensionless displacements or
stresses in solids is sought in the form of asymptotic series,
caused by the hydroelastic contact only. For the dimension-
less quantities this contact atz571 is described by the fol-
lowing boundary conditions:

p7,l 222l52sz
7,l1~11r7 /r!gz7,l 212l

~g5g8L/c2!,

saz
7,l50, ~16!

z7,l 212l5uz
7,l .

The displacements are normalized by the wavelengthL and
the stresses—byrc2, which is assumed to be of thesame
order as the elastic moduli. In the fluid layer the above
asymptotic integration can be repeated by taking account of
~14! instead of~5!.
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Note that we do not need to specify the valuel now,
and, in general, may deal with a formal series, e.g., such as

UZ5h~¯1e21uz
211uz

01euz
11¯ !

5Le~¯1e21uz
211uz

01euz
11¯ !,

and with respective series for other quantities. The first left
term in brackets follows from boundary value problem of the
fluid–solid interaction and depends on the input, i.e., the
perturbation in solids. The relations obtained in previous sec-
tions hold since they are independent ofl.

A comparison of formulas~14!, ~16!, and~13! results in
six dimensional impedance boundary conditionsfor two
fluid-coupled elastic solids

2sZZ
1 1~r11r!g8UZ

11sZZ
2 2~r21r!g8UZ

2

52hr]T
2$0112 1

3h
2B1 2

15h
4B22 17

315h
6B3%~UZ

11UZ
2!,

saZ
6 50 ~a51,2!, ~17!

hB$2sZZ
1 1~r11r!g8UZ

12sZZ
2 1~r21r!g8UZ

2%

52]T
2H 11 1

3h
2B2 1

45h
4B21 2

945h
6B3

2
1 343

38 102 400
h8B4J ~UZ

12UZ
2!.

Again for the compressible fluid we set the differential op-
erator B[c22]T

22D and for the incompressible one (c→
1`) B[2D. In the latter, formally, we use a larger time
scaleT0;e21/2 ~see Remark 1!.

In the limit caseh→10 the IBC ~17! yield

2sZZ
1 1~r11r!g8UZ

11sZZ
2 2~r21r!g8UZ

250,

saZ
6 50,

]T
2~UZ

12UZ
2!50,

and we have zero tangent stresses, coincidence of the normal
displacements and, within the gravitational terms, coinci-
dence of normal stresses at the interface. Hence, neglecting
the gravitational term, we arrive at thelimit caseof a pure
slip contact.

VI. NUMERICAL VALIDATION

Let us now validate the obtained IBC using partial time-
harmonic wavee2 ivT, which seems to be a reasonable test.
To this end we obtain an exact solution with the use of
propagator matrix~see the Appendix!. Consider a contact
between two elastic half-spaces, made of polystyrene~Po!
and/or aluminum~Al !, and coupled by water~Wa!. The latter
is considered as a compressible inviscid Newtonian fluid, or
as an incompressible fluid whose sound speedc→1`.

The mass densities and sound speeds of media are pre-
sented in Table I. In what follows the incidentP– or
S–harmonic wave falls from the upper half-space1, is re-
flected by the interface, and transmitted by the fluid layer
into the lower half-space –. Thus, for each type of incident

wave the response by the half-spaces consists of four waves
with complex magnitudesM, marked by1, 2 and P, S,
respectively, and normalized by the magnitude of the inci-
dent waveM in. A comparison of these dimensionless mag-
nitudes, obtained using IBC~17!, against direct evaluation
using a propagator matrix is carried out. The propagator ma-
trix and necessary data are reproduced in the Appendix.

As a criterion of comparison, introduce the relative
mean-square errore as follows:

e5H 1

4 (
@1,2;P,S#

UMas2Mex

Mex U2J 1/2

3100%,

whereMascorresponds to the asymptotic solution andMex to
the exact one. Let us show a few illustrations, which look
typical when applying IBC~17! to different media.

In Figs. 1~a!–~d!, the absolute values of magnitudes and
the relative errore are presented for the contact Po–Wa–Al
~water is compressible!. The incidentP wave orSwave falls
with the angle 80 deg to the interface. The curves with indi-
cesn51,2,...,5 correspond to the asymptotic orderO(e2n) of
IBC ~17!; symbolsPr, Pt, and Sr, St denote the reflected
~half-space1! and transition~half-space –! P andS waves.
In Fig. 1 the graphs are plotted againstH/L, whereL is the
wavelength in the fluidL5cT0 , T052p/v ~v is the fre-
quency!.

Figures 2~a!–~d! represent the results for the ‘‘symmetri-
cal’’ contact Al–Wa–Al with the incident wave falling at the
interface with the angle 60 deg.

As one can see, the significant improvement begins with
the second iteration of the accuracyO(e4) and continues till
n55. The physical limit of this model is the first quasireso-
nance frequency of the fluid layer, which is near one-half
~the deviation from one-half is caused by the fluid–solid in-
teraction!. For the highest iteration the numerical error of 1%
is achieved atH/L'0.33, and it is about 5% atH/L'0.4.
Of course, in practice the error of 20% is rather large already,
but the graphs are plotted up to 100% to compare the behav-
ior of the low- and high-order models. The first quasireso-
nance looks similar to the vertical asymptote and one may
guess its approximate value using the models derived.

The presence of a thin fluid layer in between solids does
not change the Snell’s law in principle. But, the magnitudes
of the reflected and transmitted waves may vary. At the criti-
cal angle the derived model also approximates the physics
well. The illustration is presented in Figs. 3~a! and~b!, where
the incidentS wave falls from the top half-space to the in-
terface of Al–Wa–Al. For the critical angle the errore @Fig.
3~b!# remains in the same frame as previously. The super-

TABLE I. Parameters of media.

Al Po Wa

Mass densityr,
kg/m3

2700 1060 1000

Wave speedc,
m/s

cP56320
cS53080

cP52350
cS51150

(c51400)
for

compressible
fluid
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critical angles checked cause nothing new in context of the
model validation. To be brief, we omit these pictures here.

For the incompressible fluid the interval of the IBC va-
lidity can be extended. Considering the same combinations
of media Po, Wa, Al, but settingc51` in fluid, we arrive at

the small numerical error even when the parameterH/L or
kh5pH/L is no longer small.

In Figs. 4~a!–~d! for the contact problem Al–Wa–Al,
the relative error under incident angle 45 deg ofP and S
waves is about 5% atH/L'1 andn55. In this figure the

FIG. 1. Media contact Po–Wa
~compressible!-Al at incident P wave
~a!, ~b! and S wave ~c!, ~d! falling at
80 deg to the interface:~a!, ~c! exact
solution; ~b!, ~d! relative error of as-
ymptotics.

FIG. 2. Media contact Al–
Wa~compressible!-Al at incident P
wave ~a!, ~b! andS wave ~c!, ~d! fall-
ing at 60 deg to the interface:~a!, ~c!
exact solution;~b!, ~d! relative error of
asymptotics.
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longitudinal scaleL is set asL5L15cS
1T0 , which ismuch

shorter than the wavelength of the characteristic gravita-
tional wave in fluid~see Remark 1!.

The high numerical accuracy also occurs for Po–Wa–Al
media@see Figs. 5~a!–~d!#, where the incident angle ofP and
S waves is 10 deg.

Thus, the impedance boundary conditions~17! are rather
efficient and may cover the frequency interval practically
until the first quasiresonance of the fluid layer.

VII. DISCUSSION

The deduced IBC seem to be much more efficient than
the approximate low-order boundary conditions obtained
from the asymptotic analysis of the propagator matrix.7–9

Indeed, the procedure of asymptotic integration applied in
this paper is direct, based on 3D dynamic equations and
boundary conditions of hydroelasticity, and permits one to
derive the model of any order using recurrent relations. The
relative accuracy of each recurrent step isO(e2) and, as one
can see, even the second step leads to the essential improve-
ment of the model. It can be explained by the appearance of
the iteratedB operator in the right-hand side of~17!. Each
iteration moves the right bound of the validity interval closer
and closer to the first quasiresonance frequency of the fluid
layer. The possibility to replace the fluid by relations on the
interfaces reflects the fundamental property of propagation
modes. Thus, the time-harmonic modes in the layer with
fixed surface and bottom, described by

~v2c221]X1

2 1]X2

2 1]Z
2!C50,

U3[]ZCuZ57h50,

result in

FIG. 3. Media contact Al–Wa~compressible!-Al at incidentSwave falling at
the critical angle to the interface:~a! exact solution;~b! relative error of
asymptotics.

FIG. 4. Media contact Al–
Wa~incompressible!-Al at incident P
wave ~a!, ~b! andS wave ~c!, ~d! fall-
ing at 45 deg to the interface:~a!, ~c!
exact solution;~b!, ~d! relative error of
asymptotics.
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Cn5~an sinpnZ1bn cospnZ!ei ~kX2vT!, n51,2,...,

~an ,bn!5H ~1,0!, n is odd

~0,1!, n is even
, pn5

pn

2h
,

v2c222uku25pn
2.

Since the dimensionless resonance frequenciesVn[vh/c
5pn/2.0, there is no mode propagating in fluid at low
frequency, and relations~17! approximate the internal state
of layer up toH/L51/2. The hydroelastic contact does not
perturb this situation too much.

Remark 6. By the way, in the vicinity of the resonance
frequencyVn the wave numberukuh!1 and the respective
time scale for the high-frequency but long-wave propagating
mode is rather small asn5O(1), e→10

T05
2p

v
5

2p

cApn
21uku2

5
2pLe

cA~pn/2!21ukhu2
5O~e!.

Hence, for this case in the scaling formula~6! the dynamicity
index a51. One possible further development of the model
is the asymptotic analysis of this situation.

In practice, due to the high difference of scales in media,
this low-frequency model of the fluid may help in modeling
the short-wave phenomena in solids. It can be implemented
to the time-consuming NDE problems involving multicom-
ponent systems of fluid-coupled solids. In addition, the
model takes into account the multiple refractions inside the
layer. To give an example, consider an angled beam trans-
ducer with the pulse frequency bandv50–5 MHz placed on
the polystyrene wedge and coupled to aluminum by water
with a thicknessH50.5 mm. The ratio 0,H/L,1/3. In the
modeling of radiated near field the dimension of the problem
can be reduced using relations~17!. Since the perspective

wedge is usually surrounded by acoustically damping mate-
rial, the total problem is naturally separated into two parts: to
determine the stresssZZ

2 from thelocal problem for two fluid
coupled half-spaces, and to seek the wave field in the lower
half-space usingsZZ

2 as the input signal on the contact spot.
The magnitude ofsZZ

2 has been measured in Ref. 11.
When the fluid layer is not compressible, there is no

longer the physical bound 1/2 in the frequency domain and
the longitudinal scale can be even shorter—of the order of
the elastic wavelength instead of the fluid gravitational
wavelength. This is a remarkable fact because formally we
began the procedure with a larger time scale,T0;e21/2.
Note, also, that in the numerical tests presented the influence
of gravity can be neglected. However, we prefer to include
these terms in view of the limit case, when the immersed
fluid is rather heavier than two surrounding solids.

VIII. CONCLUSION

The efficient direct asymptotic integration approach, ap-
plied to the 3D dynamic equations and boundary conditions
of hydroelasticity, results in the so-calledimpedance bound-
ary conditions ~17!. So, the action of the fluid layer im-
mersed in between two thick solids can be replaced by these
conditions. Due to the recurrent nature of asymptotic proce-
dures, the IBC of any order can be found rather easier than
by analyzing the asymptotic expansion of the propagator ma-
trix. In this paper we restrict ourselves to the asymptotic
accuracyO(e10). The numerical tests demonstrate that the
frequency loop up to the first quasiresonance of the fluid
layer can be described in this way. For the incompressible
fluid the interval of validity can reach the value 1. So, the
obtained results are valid at low frequency but possibly not
long-wave process.

FIG. 5. Media contact Po–
Wa~incompressible!-Al at incident P
wave ~a!, ~b! andS wave ~c!, ~d! fall-
ing at 80 deg to the interface:~a!, ~c!
exact solution;~b!, ~d! relative error of
asymptotics.
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APPENDIX: PROPAGATOR MATRIX

Consider the time-harmonic field of the fluid layer and
of the isotropic elastic half-spaces in the plane (X,Z) geom-
etry. To be brief, the factore2 ivT is omitted. Then, in the
compressible fluid layer the normal displacements and pres-
sure are as follows:

UZ5x~M1exZ2M2e2xZ!eigX, P5rv2~M1exZ

1M2e2xZ!eigX,

where

x5Ag22k2, k5v/c, g5kP,S
1 sinuP,S

in , kP,S
6

[v/cP,S
6 ,

and uP,S
in is the angle of incidence forP or S wave, falling

from the top, with respect to the normal to the interface. Note
that for the incompressible fluidc5` andk50, x5g.

In the elastic isotropic half-spaces6 the normal dis-
placement and stresses for the reflected and transmittedP
andS waves acquire the form

F UZ

sXZ

sZZ

G6

5M P
6F 6cosuP

6

6 ikP
6m6 sin 2uP

6

ikP
6m6FP

6
GeikP

6r

1MS
6F sinuS

6

2 ikS
6m6 cos 2uS

6

6 ikS
6m6 sin 2uS

6
GeikS

6r,

kP,S
6 5kP,S

6 ~sinuP,S
6 ,6cosuP,S

6 !, r5~X,Z!,

FP
65

cos2 uP
62n6 cos 2uP

6

1/22n6
,

wherem6 and n6 are shear moduli and Poisson’s ratios of
media, respectively. The angles of reflectionuP,S

1 and trans-
missionuP,S

2 satisfy Snell’s law

sinuP,S
6

cP,S
6

5
sinuP,S

in

cP,S
1

, S u6
critical5arcsin

cS
6

cP
6D .

Thus, when an incident wave is given in the form

F UZ

sXZ

sZZ

G in

5M P
inF 2cosuP

in

2 ikP
1m1 sin 2uP

in

ikP
1m1

cos2 uP
in2n1 cos 2uP

in

1/22n1

GeikP
inr

1MS
inF sinuS

in

2 ikS
1m1 cos 2uS

in

2 ikS
1m1 sin 2uS

in
GeikS

inr,

kP,S
in 5kP,S

1 ~sinuP,S
in ,2cosuP,S

in !.

The exact solution is determined by a set of six complex
magnitudes M5@M P

1 MS
1 M1 M2 M P

2 MS
2#T, which is

sought from six boundary conditions at the interfaces

Z5h: UZ
11UZ

in5UZ ,

P152sZZ
1 2sZZ

in 1~r11r!g8UZ , sXZ
1 1sXZ

in 50;

Z52h: UZ
25UZ ,

P252sZZ
2 1~r21r!g8UZ

2 , sXZ
2 50.

The latter result in the matrix equation

PÃM52PinÃM in,

M in5@M P
in MS

in 0 0 0 0#T,

with propagator matrix

P53
2EP

1 cosuP
1 2ES

1 sinuS
1 xE1 2xE2 0 0

2 ikP
1EP

1 sin 2uP
1 ikS

1ES
1 cos 2uS

1 0 0 0 0

2 ikP
1EP

1FP
1 2 ikS

1ES
1 sin 2uS

1 G1
1E1 2G2

1E2 0 0

0 0 xE2 2xE1 EP
2 cosuP

2 2ES
2 sinuS

2

0 0 0 0 ikP
2EP

2 sin 2uP
2 ikS

2ES
2 cos 2uS

2

0 0 G1
2E2 2G2

2E1 2 ikP
2EP

2FP
2 ikS

2ES
2 sin 2uS

2

4 ,

where

EP,S
6 5eikP,S

6 h cosuP,S
6

, E65e6xh, G1
65

@~r61r!g8x2rv2#

m6
, G2

65
@~r61r!g8x1rv2#

m6
,

and
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Pin53
2EP

in cosuP
in ES

in sinuS
in 0 0 0 0

2 ikP
1EP

in sin 2uP
in 2 ikS

1ES
in cos 2uS

in 0 0 0 0

ikP
1EP

inFP
in1

r1g8EP
in

m1
cosuP

in 2 ikS
1ES

in sin 2uS
in2

r1g8ES
in

m1
sinuS

in 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

4 ,

EP,S
in 5e2 ikP,S

1 h cosuP,S
in

, FP
in5

cos2 uP
in2n1 cos 2uP

in

1/22n1
.

The respective results of the magnitude evaluation are pre-
sented in Figs. 1, 2~a!, ~c!, and 3~a! for the compressible
fluid, and in Figs. 4, 5~a!, ~c! for the incompressible one.
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The attenuation of the higher-order cross-section modes
in a duct with a thin porous layer
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A numerical method for sound propagation of higher-order cross-sectional modes in a duct of
arbitrary cross-section and boundary conditions with nonzero, complex acoustic admittance has
been considered. This method assumes that the cross-section of the duct is uniform and that the duct
is of a considerable length so that the longitudinal modes can be neglected. The problem is reduced
to a two-dimensional~2D! finite element~FE! solution, from which a set of cross-sectional
eigen-values and eigen-functions are determined. This result is used to obtain the modal frequencies,
velocities and the attenuation coefficients. The 2D FE solution is then extended to three-dimensional
via the normal mode decomposition technique. The numerical solution is validated against
experimental data for sound propagation in a pipe with inner walls partially covered by coarse sand
or granulated rubber. The values of the eigen-frequencies calculated from the proposed numerical
model are validated against those predicted by the standard analytical solution for both a circular
and rectangular pipe with rigid walls. It is shown that the considered numerical method is useful for
predicting the sound pressure distribution, attenuation, and eigen-frequencies in a duct with
acoustically nonrigid boundary conditions. The purpose of this work is to pave the way for the
development of an efficient inverse problem solution for the remote characterization of the acoustic
boundary conditions in natural and artificial waveguides. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1823211#

PACS numbers: 43.20.Hq, 43.20.Mv@MO# Pages: 528–535

I. INTRODUCTION

The accurate prediction and modeling of individual
acoustic modes in ducts is important for many applications
such as noise propagation, underwater acoustics, and condi-
tion monitoring. Unfortunately, except for a few simple cases
such as rectangular and circular ducts with rigid or pressure
release boundaries, there are no analytical solutions to this
problem. Even for rectangular and circular ducts with non-
rigid boundary conditions the analytical solutions become
impractical. The finite element method~FEM! and boundary
element method~BEM! are alternative techniques for solving
such problems. However, practical implementation of FEM
and BEM in three dimensions above the frequency of the
ring mode is computationally demanding and mathematically
complicated because of the overwhelming amount of data
related to the required degrees of freedom and the boundary
condition. The purpose of this work is to validate a combined
two-dimensional~2D!-to-three-dimensional~3D! solution in
which a simply implemented 2D finite element acoustic
model is linked to a 3D normal mode decomposition tech-
nique.

The idea of using the FEM to predict sound propagation
is not new. Gladwell introduced FEM for acoustics as early
as 1965.1,2 In the 70’s Graggs and Kagawaet al. applied a
2D FEM to model damped axis-symmetric problems and
showed in that a good agreement between numerical and

experimental results could be obtained.3,4 Successful appli-
cations of FEM to the modeling of duct noise propagation in
the presence and absence of flow have been reported by Ast-
ley, Eversman, and Cummings.5–8

Although these and other more recent works~e.g.,
Kirby!9 demonstrated that the method can successfully pre-
dict the sound field in a duct with an arbitrary cross-section
and boundary conditions, the application of this method has
been largely limited to evanescent and low-order modes. The
purpose of this work is to investigate the attenuation of the
higher-order modes and the accuracy of the method with a
view that this information can be used for the remote char-
acterization of the boundary conditions of a duct.

This paper presents a combined solution similar to that
proposed recently by Kirby9 which is used to predict the
eigen-functions and attenuation of higher-order modes in a
duct lined with loose porous sediment. The amplitude of the
cross-sectional modes in the duct is modeled by FEM and
the numerical result is then used in the normal model decom-
position method to extend the solution into the 3D space. In
addition to more complex methods proposed by Astley and
Cummings7 and Kirby9 we show that the boundary condi-
tions in the duct can be predicted by a simple impedance
model if the porous layer is relatively thin. In this way the
FEM formulation does not require the discretization of the
sediment domain, which improves considerably the effi-
ciency of the method. We argue that in the case of higher-
order modes the accurate determination of the modal wave-
numbers in the porous layer is a rather difficult task and that
the result can be extremely sensitive to the parameters of the

a!Author to whom correspondence should be addressed; electronic address:
k.horoshenkov@bradford.ac.uk
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layer and its geometry. A simple and practical FEM solution
is essential for the development of efficient inverse problem
solvers which enable to predict the properties of the porous
lining from the acoustic attenuation data. This is the topic of
the follow-up publication by the authors.

The work also presents a comparison of modal frequen-
cies predicted by the FEM and by theory. It is shown that the
assumption for the locally reacting admittance is valid for the
considered types of the porous sediment. The predicted val-
ues of the attenuation coefficients are compared favorably
with experimental data. An efficient method for measuring
the attenuation in the duct is proposed and discussed.

II. BASIC THEORY OF SOUND PROPAGATION
IN DUCT

The duct considered here has arbitrary shape and uni-
form cross-section along it length as shown in Fig. 1. It is
sufficiently long so that the longitudinal modes can be ne-
glected. The thickness of the duct wall is assumed to be
sufficiently thick so that the energy transmitted through the
wall can be neglected. A section of the inner wall of the duct
is coated with acoustically absorbing material of which the
surface acoustic admittance is defined asb. According to
classical modal analysis, the total sound pressure,P, in the
duct is a superposition of an infinite number of individual
modes10

P~x,y,z,t !5(
n

Anpn~x,y!eiknz2 ivt, ~1!

where An5pn(x0 ,y0) is the modal excitation coefficient,
pn(x,y) is the acoustic pressure, andkn are the modal wave-
number for then-th mode propagating in the directionz ~see
Fig. 1!, v is angular frequency, andt is the time. The axisz
runs parallel to the axis of symmetry of the duct~see Fig. 1!.
The acoustic pressure in every mode,pn , satisfies the Helm-
holtz wave equation

¹2pn~r !1xn
2pn~r !50, rPS, ~2!

where r5(x,y), S is a 2D region denoting the cross-
sectional area of the duct. The relation between the modal
wavenumbers in Eqs.~1! and ~2! are defined as follows:

kn5Ak22xn
2, ~3!

where xn is the eigen-value ofn-th mode, defined inx-y
plane andk5v/c is the wavenumber in air.

Along with Eq. ~2! we demand that the boundary con-
ditions for the acoustic pressure in the duct,p(r s), should be
satisfied everywhere on the wall,10 i.e.:

]p~r s!

]n
5 jkb~r s!p~r s!, r sP l , ~4!

where l is the line defining the cross-sectionS, l PS and
b(r s) is the coordinate-dependent admittance on the inner
surface of the duct, and the normaln is directed into the wall
of the duct.

III. FINITE ELEMENT ANALYSIS

We apply a finite element formulation to obtain the nu-
merical solution of Eq.~2! in the cross-sectional area of the
duct,S. In this case, Eq.~2! becomes

¹2p~x,y!1k2p~x,y!50 ~5!

with boundary conditions defined by Eq.~4!.
In the finite element formulation, the cross-sectional

area of the duct,S, is divided into M small elements and
there areV nodes in the discretised domain. Therefore, the
solution for the sound pressure inS can be approximated
by11

p' p̃5(
i 51

V

Nipi , ~6!

where Ni is the interpolated shape function andpi is the
acoustic pressure ati-th node. We denote the weight-function
asWj , ( j 51,2,...V) and apply it to Eq.~5! so that it can be
expressed in following integral form:11

E E
S

Wj~¹2p̃1k2p̃!ds50. ~7!

Expanding the equation earlier yields

E E
S

Wj¹
2p̃ds1E E

S

Wjk
2p̃ds50. ~8!

Using the integration by parts rule, the first part of Eq.~8!
can be expressed as

E E
S

Wj¹
2p̃ds5E E

S

Wj¹•~¹ p̃!ds

5 R
l
Wj¹ p̃dl2E E

S

¹ p̃¹Wjds, ~9!

where• denotes the vector product.
It is common to assume that

¹ p̃5
] p̃

]n
'

]p

]n
~10!

so the final form of the Eq.~8! is given by

FIG. 1. Geometry of the problem of sound propagation in a duct.
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E E
S

¹Wj•~¹ p̃!ds1 R
l
Wj¹ p̃dl1E E

S

k2Wj p̃ds

52E E
S

¹Wj•~¹ p̃!dxdy1 R
l
Wj S ] p̃

]nDdl

1E E
S

k2Wj p̃dxdy. ~11!

Substituting boundary condition~4! into Eq. ~11! yields

2E E
S

¹Wj•~¹ p̃!dxdy1 R
l
Wj jkb p̃dl

1E E
S

k2Wj p̃dxdy50. ~12!

By using the Galerkin method,11 where it is proposed that
Wj5Nj ( j 51,2...V) Eq. ~12! can be expanded in its discrete
form to

(
i 51

V S 2E E
S

¹Nj•~¹Ni !dxdypi1 R
l
Ni jkb i j Njdlpi

1E E
S

k2NiNjdxdypi D 50. ~13!

Finally, in the matrix form, this can be written as

@K#p1 jk@D#p1k2@M #p50, ~14!

where

@K#52E E
S

¹Ni•¹Njdxdy, @D#5 R
l
NiNjb i j dl,

@M #5E E
S

NiNjdxdy ~ i , j 51,2,....V!.

MatricesK, D, andM are usually called stiffness, damp-
ing, and mass matrices, respectively. By considering the re-
lation betweenp, xn , andk,11 Eq. ~14! can also be written in
its differential form

@K#p1@D# ṗ1@M # p̈50, ~15!

where ṗ and p̈ represent first and second order spatial de-
rivatives ofp, respectively.

The form of Eq. ~14! is a typical quadratic eigen-
equation. There are numerous papers presenting the solutions
for it ~e.g., see a rigorous summary of these methods in Ref.
12!. The simplest way is to transform Eq.~14! into a linear
eigen-value equation as following. Letjk5x, then Eq.~14!
can be rewritten as the following:

@K#p1x@D#p2x2@M #p50 ~16!

The earlier equation can be transformed if multiplied by the
inversion matrix@M #21, i.e.:

$2x2I 1@K#@M #211x@D#@M #21%p50, ~17!

which also can be expressed further in the form of

F xp
x2pG5F 0 I

@K#@M #21 @D#@M #21G F p
xpG . ~18!

Rearranging the terms in Eq.~18! yields

F 0 I

@K#@M #21 @D#@M #21G F p
xpG2xF p

xpG50, ~19!

which can be presented in a more convenient form

H F 0 I

@K#@M #21 @D#@M #21G2xI J F p
xpG50, ~20!

whereI is the unit matrix.
Equation~20! is a standard eigen-value problem, which

can be solved by standard methods such as QZ algorithm
~see page 267 in Ref. 12!. The solution of Eq.~20! consists
of two parts. The first part is the eigen-vectorspi( i
51,2,...V) which determine the pressure distributions of in-
dividual modes~eigen-functionspn(x,y)) and the other part
is the eigen-valuesx i which are linked to the modal wave-
numbersxn used in Eq.~3!. Based on the eigen-valuesx i ,
the modal frequencies, phase velocities, and attenuation co-
efficients can be obtained.

The authors propose to use a linear form of the interpo-
lation function, Ni , in Exp. ~6! and three-node triangular
elements in the FE mesh. In order to control the accuracy of
calculations the often used,l/10 element size for the maxi-
mum length of a side of the triangular elements is adopted to
generate the FE mesh.

IV. COMPARISONS OF THE MODAL FREQUENCIES
CALCULATED BY ANALYTICAL RESULTS AND
BY FEM

An analytical solution for sound propagation in a duct
can be obtained only in the case of a regular duct with rect-
angular or circular cross-section and first- or second-order
boundary conditions~rigid or pressure release!. Here, we
provide a comparison between the values of the eigen-
frequencies obtained from the analytical solution10 and from
the proposed FEM method described in Sec. III.

A. Rectangular duct

First, we consider a regular rectangular duct with rigid
wall and a cross-section 1.0 m wide and 0.6 m high. The
analytical expression for the modal wavenumbers of the rect-
angular duct is given by10

knx ,ny
5pAS nx

Lx
D 2

1S ny

Ly
D 2

nx ,ny50,1,2,..., ~21!

whereLx is the width of the duct andLy is its height.
The numerical solution obtained from the FEM formu-

lation Eq.~20! has been compared with the analytical result
from Eq. ~21!. The FEM mesh which was used had 480
nodes and 874 elements to ensure sufficient spatial resolution
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throughout the considered frequency range. The interpolated
function was chosen to be linear for ease of handling.

The results of the comparison are summarized in Table I
which lists the values of the eigen-frequencies, predicted by
the analytical and numerical solutions. The results agree well
with a maximum error of 0.31% on the case of the~2,0!
mode.

B. Circular duct

We consider a circular duct with internal diameter of 75
mm. The first four higher-order-modes which propagate in
the duct are:~1,0!, ~2,0!, ~0,1!, and~1,1!. The frequencies of
these modes are obtained from the following analytical ex-
pression:

f n1 ,n2
5

an1 ,n2
c

d
, ~22!

where an1n2
are the analytically predicted eigen-numbers,

which are tabulated on page 511 of Ref. 10,c is the sound
speed andd is the inner diameter of the pipe.

The results of the comparison between the eigen-
frequencies predicted by the FEM and those predicted from
the analytical solution are listed in Table II. The FEM mesh
has a total of 320 nodes and 630 triangular elements and the
FEM algorithm employs a linear interpolated function. The
results suggest that the accuracy of the numerically predicted
eigen-frequencies is better then 2% for the four, lowest
eigen-modes considered in the analysis.

Obviously, triangular elements in the FEM mesh cannot
perfectly reproduce a boundary with finite curvature, e.g.,
circular boundary shape. However, if the number of the tri-
angular elements,M, is large, then the discretization error is
likely to be small. The number of elements which the authors
adopted for their work guarantees that the relative discreti-
zation error is less then 531024.

V. EXPERIMENTAL METHOD AND DATA
PROCESSING

A 1.5 m section of a uPVC pipe with the internal diam-
eter of 75 mm and external diameter of 81 mm was selected
for the experiment~see Fig. 2!. It was assumed that the thick-
ness of the pipe was sufficiently large and the density of
plastic sufficiently high to neglect acoustic coupling between
the airborne sound in the pipe and the mechanical vibration
in the walls in the considered frequency range of 1000–
40 000 Hz. The pipe was bisected to allow easy deposition of
a controlled amount of sediment. The two halves of the pipe
were then held together with adhesive tape.

One end of the pipe was terminated with a 25 mm dome
tweeter which was installed in a 100 mm acoustically rigid
baffle ~see Fig. 2~c!!. The surface area ratio of the soft
tweeter dome to rigid baffle was 11%. A 1/4 in. B&K micro-
phone was installed at the other end of the pipe in a ring of
stiff, high-porosity foam~see Fig. 2~c!!. In this configuration
and with the pipe empty the short sound pulses emitted by
the speaker propagated with a relatively low acoustic attenu-
ation which was close to that predicted by the ISO 9613-1.

Both the source and the receiver were aligned in the
middle of the pipe section. The distance between the source
and receiver was 1.5 m, which was sufficient to observe the
geometrical dispersion of several individual modes. A
maximum-length sequence data acquisition and signal pro-
cessing system~MLSSA! was used in the experiments.13

Two different porous materials are considered: granu-
lated rubber and angular sand. These materials were spread
continuously between the source and the receiver as shown
in Fig. 2. The width of the layer was between 40 and 50 mm.

The admittances of two materials have been measured in
experiments using the Bruel and Kjaer two microphone im-
pedance measurement tube~type 4206! and dual channel sig-
nal analyzer~type 2032!. Figure 3 shows the measured and
predicted values of the admittance for~a! a 5 mm hard-
backed layer of sand and~b! a 4 mm hard-backed layer of
granulated rubber. These results were used in the FEM com-
putation. As the frequency range for the measured admit-
tance is 10 Hz–6.3 kHz, it is not possible to use the mea-

TABLE I. Eigen-frequencies corresponding to the first four cross-sectional
modes for sound propagation in a rectangular duct.

nx ny

Analytical
solution ~Hz!

Numerical solution
by FEM ~Hz!

Relative error
~%!

1 0 171.50 171.63 0.076
0 1 285.83 286.16 0.113
1 1 333.34 334.26 0.277
2 0 343.00 344.07 0.310

TABLE II. Eigen-frequencies corresponding to the first four cross-sectional
modes for sound propagation in a circular duct.

(n12n2)th
mode

Frequency
~Hz! ~theory!

Frequency
~Hz! ~FEM!

Relative error
~%!

~1,0! 2.655e13 2.669e13 0.53
~2,0! 4.401e13 4.458e13 1.3
~0,1! 5.527e13 5.584e13 1.03
~1,1! 6.061e13 6.176e13 1.9

FIG. 2. The method of deposition of~a! angular sand and~b! granulated
rubber, in a 75 mm pipe. The relative positions of a 1 in. loudspeaker and
1/4 in. microphone are also shown in part~c! of this figure.
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sured data beyond the 6.3 kHz range. An alternative method
was used to determine the admittance in the high frequency
region, based on the model proposed by Horoshenkov
et al.14 Table III shows the physical parameters deduced
from the measured data, which enable the high frequency
admittance to be extrapolated.

The relative sound pressure level~SPL! was measured
as a function of the time. These data were filtered using a
sixth order Butterworth passband filter. A fast Fourier trans-
form was then applied to obtain the refined structure of the
sound pressure spectrum around the selected mode and to
determine the modal attenuation.

As the microphone is situated at the center of the cross-
section of the duct, only the (0,j )th ( j 51,2,3...) modes have
strong sound pressure levels while the amplitude of the other
modes is close to zero.10 Figures 4~a!–~c! show the SPL
spectra for the empty pipe and for the pipe with layers of
granulated rubber and coarse sand, respectively. The brighter

areas on the graphs correspond to the greater sound pressure
levels. The horizontal axis corresponds to the propagation
distance,D5ct, and the vertical axis corresponds to the fre-
quency of the sound.

The data indicate that there are several clearly visible
propagating modes in the acoustic spectrum for which the
attenuation is relatively low. The frequencies of these com-
ponents can be predicted from the boundary conditions and
geometry of the pipe~e.g., Ref. 10!. The predicted frequen-
cies for the two obvious modes,~0,1! and~0,2!, closely agree
with those determined from the experiment~see Table II!.
The reflections from the ends of the pipe are clearly visible
in the form of vertical periodical lines~see Fig. 4~a!!. Similar
reflections will occur if there are lateral connections in the
pipe or if the cross-section of the pipe varies suddenly along
its length.

Figure 4~b! shows the spectral variation of the acoustic
response of the pipe with a layer of rubber. The effect of the
rubber layer is clearly observed throughout the considered
frequency range. There is a noticeable decrease in the energy
of the ~0,1! mode and a very pronounced reduction in the
case of the~0,2! mode as well as the other higher-order
modes, which results from the acoustic absorption in the po-
rous layer and its surface roughness. At shorter distances
there is a considerable reduction in the sound pressure level
at certain frequencies~e.g., 13.3, 14.4, 15.0, 16.0, and 17.4
kHz in Fig. 4~b!! at early times of arrival. These frequencies
where the pressure minima tend to occur are different from
the case of the empty pipe and their values are determined by
the geometry of the pipe and the admittance of the porous
layer. Similar effects can be observed in Fig. 4~c! which
shows the spectral variation of the sound pressure level for
propagation in the pipe with a layer of coarse sand. These
effects are distinguishable from those for rubber, particularly
in the case of the~0,2! mode.

VI. COMPARISONS OF RESULTS FOR ATTENUATION
COEFICIENTS

When the boundary is rigid, the eigen-values which cor-
respond to the propagating modes are real which means that
there is no absorption by the wall of the duct. If the boundary
is not rigid, then the eigen-values become complex, and their
imaginary part accounts for sound attenuation in the duct due
to the finite wall impedance. The relation between the 2D
and 3D wavenumbers is defined10

kn[Re@ln#1 i Im@ln#5AS v

c D 2

2xn
2, ~23!

wherekn has the same meanings as shown in Eqs.~1! and
~3!, 2p/ln is the complex modal wavelength and Im@ln# is
the attenuation coefficient for the specifiedn-th mode, which
means that the pressure amplitude attenuates by a factor of
e21 in a distance 1/Im@ln#.

The most useful result of the numerical modeling is the
attenuation coefficient, from which it is possible to determine
the rate of the sound energy dissipation in the pipe. The
attenuation coefficient for every individual mode is a con-
stant provided that the admittance is independent of the co-

FIG. 3. The measured and predicted values of surface admittance for~a!
granulated rubber and~b! angular sand.

TABLE III. Nonacoustical parameters of the two porous materials used in
the experiment.

Material
Flow resistivity
(R) kPa s m22

Porosity
~V!

Tortuosity
~q!

Standard
deviation~s!

Thickness
(d) mm

Sand 43.0 0.35 1.2 0.1 5.0
Granulated
rubber

9.8 0.40 1.2 0.1 4.0
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coordinatez. In this case, the pressure amplitude attenuates
exponentially as the normal mode wave propagates along the
duct. If the decibel scale is adopted, then the dependence of
the relative sound pressure as a function of distance will
become linear.

Figures 5~a! and 5~b! show the relative SPL for two
selected modes~0,1! and ~0,2!, respectively. The levels are
plotted as a function of the propagation distance for the
empty pipe and for the pipe with layers of sand and rubber.
These results were obtained by filtering the measured time

response of the pipe within a spectral window which in-
cluded the fundamental frequency of the mode. The width of
the spectral window was set to 5.0–6.0 kHz for mode~0,1!
and 9.5–10.5 kHz for mode~0,2!. The relative sound pres-
sure level was calculated using an averaging time of 4.5 ms.
This value corresponds to a spatial interval of 1.5 m, which
is close to the length of the pipe. The measured value of the
attenuation was deduced from the filtered data using the stan-
dard regression analysis. The modal attenuation coefficients
deduced for the empty pipe account for the energy dissipa-

FIG. 4. The spectrograms for the rela-
tive sound pressure level for~a! the
empty duct and for the duct filled with
~b! a layer of granulated rubber and~c!
a layer of angular sand.
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tion at the ends of the pipe and for the finite values of the
pipe wall impedance. These values were used to calibrate the
finite element model so that the above effects could be ac-
counted for heuristically.

Figure 5~a! show the relative sound pressure levels and
the predicted values of the acoustic attenuation for the~0,1!
mode in the case of the empty pipe and the pipe with layers
of granulated rubber and coarse sand. The straight solid lines
are the numerical results calculated by the FEM and the mea-
sured data are illustrated by the points. The values of the
nonacoustic parameters used for the prediction are listed in
Table III. The predicted and measured values of the attenua-
tion coefficients are summarized in Table IV. Similarly, the
measured sound pressure levels and predicted attenuation
data for mode~0,2! are presented in Fig. 5~b!.

The results suggest that the attenuation of individual
cross-sectional modes is affected by the presence of even a
tiny amount of porous sediment. In the cases reported here
the amount of porous sediment introduced did not exceed
1.5% of the cross-sectional area of the pipe. In the case of the
~0,1! mode the increase in attenuation due to the presence of
a 4.0 mm layer of granulated rubber is 0.25 dB/m. In the case

of coarse sand the attenuation of this mode increases further
to 0.61 dB/m~see Table IV and Fig. 5~a!!. These variations
are easily detectable using modern methods of data acquisi-
tion and signal processing, e.g., the proposed MLS method.

The change in the attenuation of the~0,2! mode due to
the presence of the porous layer is more pronounced. In the
case of a 4.0 mm layer of rubber the increase in the attenu-
ation coefficient is 1.77 dB/m. The deposition of a 5.0 mm
layer of sand results in a 3.90 dB/m increase in the attenua-
tion coefficient in comparison with that for an empty pipe.

The values of the attenuation coefficient predicted by the
FEM agree closely with those deduced from the measured
data. In the case of the~0,1! mode the maximum discrepancy
is approximately 6%. In the case of the~0,2! mode this dis-
crepancy is within 15%.

VII. PRESSURE DISTRIBUTION PATTERNS
OF INDIVIDUAL MODES

The wave associated with each mode is characterized by
its cross-sectional pressure distribution as it travels along the
duct. The cross-sectional pressure distribution,pn1n2

(x,y) is
predicted by the eigen-vectors which are the solutions of Eq.
~20!. The information about the modal energy distribution
provides the basis for the selection of optimal receiver and
source positions which can be used to improve the temporal
and spatial resolution of individual modes in the pipe.

Figures 6~a! and 6~b! present the sound pressure con-
tours for the first four cross-sectional modes in the case of
the empty pipe and in the case of the pipe with a 3.0 mm
layer of granulated rubber. In the top row, the contours for
the ~1,0! and ~2,0! modes are presented. In the bottom row,
the modes are~0,1! and ~0,3!. If the boundary is rigid, then
the modal shapes are axi-symmetric. The porous layer
~shown by black solid lines in the graphs! in the pipe results
in the redistribution of the acoustic energy so that the sym-
metry may no longer be valid~see Fig. 6~b!!. There appear to
be distinctive changes in the modal patterns, which are par-
ticularly pronounced in the case of~2,0! mode~near the bot-
tom of the pipe! and the~0,1! mode around 2/3 of the pipe
radius~see Fig. 6~b!!. If the porous layer is uniformly laid on
the bottom of the pipe, then the resultant modal pattern
changes from axisymmetric to being symmetrical about a
vertical axis. This result can be exploited if an array of re-
ceivers is used in the experiment or if the position of the
receiver is carefully adjusted to maximise the sensitivity of
the acoustic system. The optimal position for the sound and
receivers is determined by the maximum value of the modal
pressure.

FIG. 5. The relative sound pressure level measured and predicted by FEM,
~a! for the ~0,1! mode and~b! for the ~0,2! mode.

TABLE IV. The predicted and deduced values of the attenuation coefficient
~dB/m!.

Mode Empty

Experiment Numerical result

Rubber Sand Rubber Sand

~0–1! 20.97 21.23 21.58 21.25 21.68
~0–2! 21.29 23.06 25.19 22.75 24.50
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VIII. CONCLUSIONS

An efficient numerical model for sound propagation in
an arbitrary shaped duct with variable admittance on its inner
surface has been validated against experimental data ob-
tained for a 75 mm uPVC circular pipe lined with a small
amount of porous sediment. The solution combines a 2D
finite element solution and the normal mode decomposition
technique. The values of the modal frequencies predicted by
the model also agree closely with those predicted by the
standard theory for sound propagation in circular ducts. An
efficient method of measurement of the modal attenuation in
the pipe has also been proposed. The experimental method
accounts for the effects of the reflections from the ends of the
empty pipe and the finite values of the pipe wall impedance
and does not require multiple measurements of sound pres-
sure along the length of the pipe.

The results demonstrate that the modal attenuation in the
pipe can be accurately predicted provided the values of the
microscopic parameters of porous sediment are known. The
increase in the modal attenuation due to the presence of even
a small amount of sediment in the pipe is pronounced and
measurable. The value of the modal attenuation increases for
higher-order modes, which is attributed to the improved cou-
pling between the airborne modes and the porous layer.

The finite element solution is used to illustrate that the
modal pressure distribution~i.e., modal excitation coeffi-
cient! is noticeably affected by presence of the porous layer.
It is suggested that this solution can be a useful tool for the
optimization of the sensitivity of the acoustic instrumentation
used for the remote characterization of the boundary condi-
tions in ducts and pipes.
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Reticulated vitreous carbon~RVC! is a highly porous, rigid, open cell carbon foam structure with a
high melting point, good chemical inertness, and low bulk thermal conductivity. For the proper
design of acoustic devices such as acoustic absorbers and thermoacoustic stacks and regenerators
utilizing RVC, the acoustic properties of RVC must be known. From knowledge of the complex
characteristic impedance and wave number most other acoustic properties can be computed. In this
investigation, the four-microphone transfer matrix measurement method is used to measure the
complex characteristic impedance and wave number for 60 to 300 pore-per-inch RVC foams with
flow resistivities from 1759 to 10 782 Pa s m22 in the frequency range of 330 Hz–2 kHz. The data
are found to be poorly predicted by the fibrous material empirical model developed by Delany and
Bazley, the open cell plastic foam empirical model developed by Qunli, or the Johnson–Allard
microstructural model. A new empirical power law model is developed and is shown to provide
good predictions of the acoustic properties over the frequency range of measurement. Uncertainty
estimates for the constants of the model are also computed. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1850343#
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I. INTRODUCTION

Porous materials are used in a variety of acoustic appli-
cations including sound absorbers for noise and reverbera-
tion control and as stacks and regenerators in mechanical and
thermoacoustic heat engines and refrigerators. Fibrous po-
rous materials such as fiberglass and mineral wools lack the
structural rigidity for many applications. Many open cell
plastic foams have limited structural strength and cannot be
used in high temperature or harsh chemical environments.
Many open cell metal and ceramic foams have good struc-
tural strength and rigidity and can be used in harsh environ-
ments but lack the very high porosities and low thermal con-
ductivity of fibrous materials and open cell plastic foams.
There is a great need for a high porosity material with high
strength and rigidity and low thermal conductivity for use as
a sound absorber in harsh environments and for use as a
regenerator or stack material for high temperature mechani-
cal and thermoacoustic heat engines. One such material is
reticulated vitreous carbon1 ~RVC!.

RVC is a highly porous, rigid, open-cell foam structure
composed of vitreous~amorphous! carbon with properties of
high porosity, high strength and rigidity, low bulk thermal
conductivity, good electrical conductivity, a high melting
point, chemical inertness, and ease of construction. Because
it has only recently been considered for acoustical applica-
tions, not much is known about acoustical properties of

RVC. Wilen2 and Petculescu3 measured the viscous and ther-
mal dissipation functions for RVC, and Adeffet al.4 mea-
sured the performance of RVC used as a stack in thermoa-
coustic prime-movers. Muehleisen and Beamer presented
additional measurements of the viscous and thermal dissipa-
tion functions for RVC.5 However, to date, no measurements
or theoretical models of flow resistivity, characteristic imped-
ance, or wave number of RVC appear to have been pub-
lished.

In this paper, new experimental measurements of the
complex characteristic impedance,Ẑc , and wave number,
k̂c , of 60 to 300 pore per inch~PPI! RVC with flow resis-
tivities from 1759 to 10 782 Pa s m22 over a range of fre-
quencies from 330 Hz to 2 kHz are presented. From the
measurements, an empirical power law model is developed
to characterizeẐc andk̂c as a function of the nondimensional
frequencyr0f /s, wherer0 is the ambient air density ands
is the flow resistivity of the RVC. The data and new model
are compared to the empirical model of Delany and Bazley6

that was developed from measurements of fibrous absorbers,
to the empirical model of Qunli7 that was developed from
measurements of open cell plastic foams, and to a popular
microstructural model developed by Allard.8

II. BACKGROUND

Theoretical prediction of the acoustic properties of po-
rous materials is a difficult task because of the complicated
structure of the materials. Zwikker and Kosten9 and Biot10,11a!Electronic mail: muehleisen@iit.edu
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developed the first popular porous media models. A thorough
review of these models and further developments through the
early 1980s was performed by Attenborough.12 Subse-
quently, Attenborough13 and Champoux and Stinson14,15 de-
veloped modified microstructural models. Lambert16 devel-
oped a model for elastic frame open cell foams by combining
aspects of both the Zwikker and the Biot models. Allard8,17

developed a five parameter model for rigid frame porous
media, based on the work of Johnson,18,19 that works well at
low and high frequencies. Wilson20,21 developed a relax-
ational model which can be considered a simplification of the
microstructural models. Most recently, Horoshenkov22 and
Umnova23 developed variations of the Allard model that are
applicable to granular materials. All of the models require
knowledge of the flow resistivity of the material, but the
different models require additional knowledge about the mi-
croscopic structure of the material or other physical charac-
teristics of the material. Since measurement of characteristics
other than flow resistivity can be difficult, the need for addi-
tional information makes use of these models difficult to
apply for reticulated open cell foams or fibrous materials
with a random fiber orientation where that information may
not be available or cannot be estimated.

Instead of working out a theory of acoustic propagation
in porous media from a study of the microstructural details,
one could instead measure the properties and develop em-
pirical models for prediction of similar materials. Delany and
Bazley6 measured the properties of a wide range of fibrous
materials and developed an empirical power law model to
predict the characteristic impedance and wave number from
only a knowledge of flow resistivity. Allard and Champoux24

developed an empirical model for the dynamic density and
bulk modulus~from which the characteristic impedance and
wave number can be obtained! in fibrous materials which can
be used at lower frequencies than the Delany equations.
Qunli7 and Cummings25 both measured the properties of
open cell plastic foam and developed power laws of the same
form as Delany.

In the acoustic characterization of porous media, mea-
surements of the complex characteristic impedance,Ẑc , and
wave number,k̂c , are extremely useful because they are nec-
essary quantities for computing propagation through a po-
rous media and can also be used to obtain many other acous-
tic parameters. Several methods for measuring these acoustic
properties have been developed. The one- and two-
microphone standing wave tube methods of measuring
acoustic properties are well researched and standards for
their use have been developed.26,27 Both methods require ei-
ther multiple samples of varying thickness or multiple termi-
nation impedances of the measurement system to be able to
measure bothẐc and k̂c . The three-microphone method28,29

and four-microphone method30 can determine bothẐc andk̂c

from a single sample. In a previous paper,31 the current au-
thors showed that for a high porosity, low flow resistivity
material like RVC, the four-microphone method produces the
most accurate measure of the acoustic properties of a single
sample.

III. EXPERIMENTAL PROCEDURE

A. Instrumentation and setup

The measurements are taken using a four-microphone
transfer matrix measurement system as shown in Fig. 1. The
wave tube is made up of two sections of aluminum pipe with
a 1 in. ~25.4 mm! inner diameter and a 1.5 in.~38.1 mm!
outer diameter. The two sections are held together with two
four-hole collars. The measurement samples are mounted be-
tween the collars. The other ends of the tubes have a
threaded opening to accept either a rigid termination plug or
a standard 118 in. ~28.6 mm! compression driver. Two micro-
phone sampling holes are drilled near the locations of the
measurement samples. To reduce standing waves, which can
lead to increased error in measuring the phase shift between
the microphones,31 an 8 in.~203 mm! long tapered piece of
insulation is inserted between the rigid termination and the
fourth microphone and a12 in. ~12.7 mm! long piece of insu-
lation is added between the driver and the first microphone.

The local ambient temperature is measured with a type T
thermocouple and a HH506R Omega Thermocouple reader.
The local ambient pressure at the time of the measurement is
obtained from a nearby NOAA weather station.

The tube is excited by a University Sound 1828R Com-
pression Driver driven by a 130 W Samson Servo 260 power
amplifier. A Hewlett Packard~HP! 35670A Dynamic Signal
Analyzer is used as the signal source and to record the mea-
sured data. The four acoustic pressures are measured with
four Bruel and Kjaer~B&K ! 4939 1/4 in.~6.4 mm! micro-
phones, fitted to B&K 2670 pre-amps powered by a B&K
5968 Acoustic Front End. The microphone signals are sent
from the B&K 5968 to the HP 35670A for analysis without
further signal conditioning. The HP 35670A computes and
records the transfer function between the microphones.

B. Sample preparation

The RVC was supplied by the manufacturer in 63631
in. ~1523152325.4 mm! rectangular sheets. The sheets were
identified by the number of pores-per-inch~PPI! with sheets
having a PPI of 60, 80, 100, 200, and 300. According to the
manufacturer,1 RVC from 25 to 100 PPI are manufactured
individually and all have a porosity of about 97%. The 200
and 300 PPI RVC are manufactured by compressing nominal
100 PPI RVC and have reduced porosities of 94% and 91%,
respectively.

FIG. 1. Schematic diagram of the measurement system for the four-
microphone transfer matrix method.
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Two measurement samples of each type are punched out
of a 1 in. ~25.4 mm! thick sheet of the RVC by a 1-in.-diam
punch. The resulting cylinders are then placed in a plastic
sleeve for protection as shown in Fig. 2. Before the sample is
placed in the sleeve, a thin layer of vacuum grease is applied
to the outer edge of the sample. The vacuum grease holds the
sample tightly in the sleeve and helps prevent acoustic waves
from traveling through the gap between the sample and
sleeve, forcing the waves instead to go through the sample.
The wave tube has a cylindrical void that will accept a 1 in.
~25.4 mm! diameter sample in the plastic sleeve. The remain-
ing RVC was used for flow resistivity measurements and
other acoustic experiments.

C. Measurement procedure

To measure the microphone transfer functions, the signal
analyzer is used in swept-sine mode and swept from 50 Hz to
2 kHz with 401 points per sweep, a 50 cycle settling time,
and a 100 cycle averaging time per frequency. For the tests,
the analyzer is set for automatic adjustment of the source
level and input range using grounded, ac coupled inputs.
During the experiment, the pressure at each microphone lo-
cation is recorded by the signal analyzer and the transfer
functions between them are computed and stored. After one
sweep, microphones one and two are exchanged and another
measurement is taken. This process is repeated two more
times, exchanging microphone one with microphones three
and four. Table I shows the microphone positions for each of
the four runs. These extra data are used to calibrate the trans-
fer functions using an extension of the microphone switching
method described by Chung and Blaser.32 This measurement
procedure was completed on each of the two samples.

The measured transfer function between channelsi andj
as measured by the HP 35670A, which we will callMi j ,
consists of the ratio of the pressure measurements,Pi and
Pj , multiplied by Ci and Cj , calibration factors related to
the microphone, microphone preamplifier, the acoustic front
end, and the measurement channel of the analyzer. The rela-
tion betweenMi j , Pi , andCi for all the measurement runs
is shown in Table II. The calibration factors can be elimi-

nated to obtain the desired pressure transfer functionsH21,
H31, andH41, by combining the measured transfer functions
as follows:

H215
P2

P1
5A4 M21a

M21b
3

M31a

M31b
3

M41a

M41b
, ~1!

H315
P3

P1
5A4 M31a

M31c
3

M21a

M21c
3

M41a

M41c
, ~2!

H415
P4

P1
5A4 M41a

M41d
3

M21a

M21d
3

M31a

M31d
. ~3!

The transfer functionH21 could have been estimated us-
ing only the measurementsM21a andM21b , however it was
found that including the additional measurements in the cali-
bration produced a more repeatable result.

Ambient pressure and temperature are recorded for the
measurements of each sample. Because the ambient tempera-
ture and pressure are not necessarily identical for the mea-
surements of the two samples, neither the measured transfer
functions nor the computedẐc and k̂c from the two samples
can be averaged. Instead, values ofẐc normalized byr0c0

and the values ofk̂c normalized byv/c0 computed for each
of the two samples are averaged to provide the measured
values used in the empirical modeling.

D. Flow resistivity

The flow resistivity,s, was measured at the Acoustic
Labs of the Johns Manville Corporation using the method of
ASTM Standard C522-8733 which has an interlaboratory re-
producibility of 3.3%. The measureds values range from
1759 to 10 782 Pa s m22 as shown in Table IV. Also shown
in Table IV is the porosity,f, which is the expected value
stated by the manufacturer for each of the sample porosities.

E. Important dimensions and measurement
uncertainties

In order to determine uncertainties for the measurement
results, the uncertainties in the instruments and the input pa-
rameters must be known. Knowledge of the measurement
uncertainties will allow an estimation of the uncertainties of

FIG. 2. Plan and section views of the sample.

TABLE I. Microphone locations for four measurement runs.

Run Position 1 Position 2 Position 3 Position 4

A Mic 1 Mic 2 Mic 3 Mic 4
B Mic 2 Mic 1 Mic 3 Mic 4
C Mic 3 Mic 2 Mic 1 Mic 4
D Mic 4 Mic 2 Mic 3 Mic 1

TABLE II. Output from HP analyzer.

Run

Analyzer output

M 11 M21 M31 M 41

A P1C1

P1C1

P2C2

P1C1

P3C3

P1C1

P4C4

P1C1

B P2C1

P2C1

P1C2

P2C1

P3C3

P2C1

P4C4

P2C1

C P3C1

P3C1

P2C2

P3C1

P1C3

P3C1

P4C4

P3C1

D P4C1

P4C1

P2C2

P4C1

P3C3

P4C1

P1C4

P4C1
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the constants of the empirical models and are required for
accurate curve fitting and testing the goodness-of-fit of the
empirical model to the data.

Table III details the important dimensions and uncertain-
ties of the system components and uncertainties of the mea-
surement equipment itself. The uncertainty in the tempera-
ture, pressure, and transfer function measurements are
obtained from published specifications of the measurement
systems. Systematic magnitude and phase errors from the
microphone and preamplifiers are removed using the micro-
phone switching calibration discussed earlier and the random
uncertainties produced by that instrumentation~i.e., micro-
phone and preamplifier noise! are negligible compared to the
random uncertainties of the transfer function measurement
and are not included in the analysis.

IV. THEORY

A. Measurement theory

The four-microphone transfer function method can be
considered an extension of the two-microphone method, and
so the frequency limitations of the two-microphone method34

are applicable and frequency limitations for measurement
based on microphone spacing should be considered. In par-
ticular, a measurement system will have significantly in-
creased errors for frequencies outside of the range of
0.1,ks/p,0.8 wherek5v/c0 is the acoustic wave number
and s is the microphone separation. For our experimental
setup the useful lower frequency limit is about 330 Hz and
hence only our data measured at frequencies above 330 Hz
are included in this analysis.

The basic measurement setup for the four-microphone
method is shown in Fig. 3. A sample of thicknessd is
mounted in a tube of diametera between two pairs of micro-
phones and ensonified. Microphones 1 and 2 are separated
by a distanceS12 and microphone 2 is at a distancel 2 from

the front of the sample. Microphones 3 and 4 are separated
by a distanceS34 with microphone 3 at a distancel 3 from the
far end of the sample.

Using the measured pressure transfer functionsĤ12,
Ĥ13, andĤ14 and the acoustic pressure of microphone 1,p̂1 ,
the acoustic pressures at the front and back of the sample,p̂0

andp̂d , and the acoustic velocity at the front and back of the
sample,û0 and ûd , are found to be

p̂05 p̂1

Ĥ21sin~ k̂t~S121 l 2!!2sin~ k̂tl 2!

sin~ k̂tS12!
, ~4!

p̂d5 p̂1

Ĥ31sin~ k̂t~S341 l 3!!2Ĥ41sin~ k̂tl 3!

sin~ k̂tS34!
, ~5!

û05 j p̂1

Ĥ21cos~ k̂t~S121 l 2!!2cos~ k̂tl 2!

Ẑt sin~ k̂tS12!
, ~6!

ûd5 j p̂1

Ĥ41cos~ k̂tl 3!2Ĥ31cos~ k̂t~S341 l 3!!

Ẑt sin~ k̂tS34!
, ~7!

where Ẑt and k̂t are the characteristic impedance and wave
number of the air in the wave tube including the effects of
tube damping andj 5A21.

From the acoustic pressure and velocity on the sample
faces, the transfer matrix elements,T̂11, T̂12, and T̂21 are
computed as30

T̂115
p̂dûd1 p̂0û0

p̂dû01 p̂0ûd
, ~8!

T̂125
p̂0

22 p̂d
2

p̂dû01 p̂0ûd
, ~9!

T̂215
û0

22ûd
2

p̂dû01 p̂0ûd
. ~10!

Finally, the complex characteristic impedanceẐc and the
wave numberk̂c are obtained from the transfer matrix ele-
ments using

Ẑc5Rc1 jXc5AT̂12

T̂21

, ~11!

k̂c5bc1 j ac5
1

d
cos21~ T̂11!5

1

d
sin21~A2T̂12T̂21!.

~12!

B. Uncertainty analysis and data regression

The uncertainty in the computed characteristic imped-
ance and wave number are determined using the following
Monte Carlo method. The inputs to the analysis equations are
perturbed by a Gaussian distributed random variable with a
standard deviation equal to the uncertainty bounds of the
given input and the resulting impedance and wave number
are computed. This procedure is repeated many times until
the mean values and the standard deviations of the computed
quantities converged toward a final value. For the measure-
ments described in this paper, the mean and standard devia-
tion converged at about 10 000 iterations. To ensure an accu-

TABLE III. Important dimensions and uncertainties.

Name Dimension~mm! Error

Mic spacing 1–2 52.3 60.5 mm
Mic spacing 2–3 37.6 60.5 mm
Mic spacing 3–4 52.7 60.5 mm
Tube radius 12.7 60.5 mm

Ambient temperature 60.8 °C
Ambient pressure 60.1 kPa
Transfer function magnitude 60.5%
Transfer function phase 60.5°
Flow resistivity 63.3%

FIG. 3. Four-microphone system diagram.
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rate result, the analysis was run for 100 000 iterations. While
there are a large number of inputs to the computation, the
uncertainties in the transfer function measurements are ex-
tremely dominant31 so the required number of iterations for
convergence were limited.

The measured characteristic impedances,Ẑc , are nor-
malized by the characteristic impedance of air,r0c0 , and
the measured wave numbers,k̂c , are normalized by the
wave number of air,v/c0 . Plotting the normalized data on
a log–log graph as a function of normalized frequency,
C5r0f /s, shows that the data can be adequately repre-
sented by a power law of the same form as developed by
Delany and Qunli:

Ẑn5
Ẑc

r0c0
5Rn1 jXn511azC

bz1 jczC
dz, ~13!

k̂n5
k̂cc0

v
5bn1 j an511akC

bk1 jckC
dk. ~14!

Equations~13! and ~14! can be linearized by breaking
them into their real and imaginary parts and then taking the
natural log of each side of the equation. This linearization is
applied, and a weighted linear regression is performed on the
following:

ln~Rn21!5 ln~az!1 ln~C!bz , ~15!

ln~2Xn!5 ln~cz!1 ln~C!dz , ~16!

ln~bn21!5 ln~ak!1 ln~C!bk , ~17!

ln~2an!5 ln~ck!1 ln~C!dk . ~18!

The basis of the regression procedure is a weighted
least-squares fit35 which involves minimization of the quan-
tity

x25(
i 51

N
~ymi2ypi!

2

e i
2

, ~19!

whereymi are the measured data we are trying to fit,ypi are
the predicted data from the model, ande i are the uncertain-
ties in each of the measured data points,ymi . Since we are
fitting quantities that are functions ofẐn and k̂n and notẐn

andk̂n themselves, we must compute the uncertainties in the
data we are actually trying to fit. For example, since we do
not actually fit data toRn but instead fit ln(Rn21) the uncer-
tainty in the data to be fit is

e i5
] ln~Rn21!

]Rni
dRni5

dRni

Rni21
, ~20!

wheredRni are the individual uncertainties in the dataRni .
The weights of the regression are the square of the inverse of
the uncertainties in the data to be fit. The uncertainty in the
fitted constants was determined using standard weighted re-
gression procedures.

To evaluate the goodness-of-fit of our new model and
compare other models to the data, we determine the value of
the reduced chi-squared,xn

25x2/(N22), wherex2 is de-
fined earlier andN is the number of data points. If our model
is a good fit to the data, the measurement errors follow a
Gaussian distribution about the true value, and our uncer-
tainty estimates are accurate,xn

2 should be a value close to
unity. A xn

2 much less than unity does not indicate a better fit
to the data, but instead indicates that the measurement errors
do not fit a Gaussian distribution about the true value, or our
uncertainty estimates were exaggerated, or both. Axn

2 with a
value much larger than unity can indicate a poor fit, but
could also indicate an underestimation of the uncertainty or
again, that the measurement errors do not fit a Gaussian dis-
tribution, or both. A visual inspection of the fit can be used to
help determine the cause of a large value forxn

2.

C. Microstructural theory

For a more complete analysis, the data should be com-
pared to a microstructural theory. The Johnson–Allard
model17 is a general model that in the low and high fre-
quency limit should fit all rigid frame porous media. In his
theory, Allard developed the following expressions for the
complex effective density,r̂e , and the complex bulk modu-
lus, K̂:

r̂e5r0S a`1
sf

j vr0
A11

4 j a`
2 hr0v

s2L2f2 D ~21!

and

K̂5P0F12S 12
1

g D S 11
8h

j L82vr0 Pr
Â~v!D 21G21

,

~22!

where

TABLE IV. Static flow resistivity,s, and porosity,f, of samples.

Sample PPI s ~Pa s m22! f ~%!

60 1 7596 53 97
80 3 7426111 97

100 3 3486101 97
200 5 9646179 94
300 10 7826323 91

TABLE V. Empirical power law constants.

Quantity Delany Qunli Present work

az 0.0571 0.212 0.228360.0026
bz 20.754 20.607 20.488460.0059
cz 0.087 0.105 0.103860.0007
dz 20.732 20.607 20.815560.0034
ak 0.0978 0.163 0.089860.0007
bk 20.0700 20.592 20.845360.0037
ck 0.189 0.188 0.204960.0004
dk 20.595 20.544 20.721560.0012

TABLE VI. Goodness-of-fit,xn
2, for the regression analysis.

Model ln(Rn21) ln(2Xn) ln(bn) ln(2an)

New power law 0.19 0.43 1.02 0.89
Delany and Bazley 24.0 17.6 6.43 98.0
Qunli 0.70 25.3 5.31 168.3

540 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Muehleisen et al.: Acoustic properties of reticulated vitreous carbon



Â~v!5A11
j r0v PrL82

16h
. ~23!

In the above expressions the fluid in the porous material is
described by the ratio of specific heats,g, the Prandtl num-
ber, Pr, and the viscosity,h. The porous material is described
by the flow resistivity,s, the porosity,f, the tortuosity,a` ,
the characteristic viscous length,L, and the characteristic
thermal length,L8. The characteristic impedance and wave
number are then given by

Ẑc5Ar̂eK̂ ~24!

and

k̂c5vAr̂e /K̂. ~25!

In order to compare our data to the Johnson–Allard
model we must determine the material parameters,s, f, a` ,
L, L8. The flow resistivity,s, is measured for each sample as
described in Sec. III D. The RVC manufacturer has stated
values of the porosity,f, and has a chart that gives estimated
values of surface area to volume ratio for the various pore
sizes from which the characteristic thermal length,L8, can be
estimated. Since our laboratory lacked the equipment to di-
rectly measure the tortuosity,a` , or the characteristic vis-
cous length,L, we instead tried to fit the model to our mea-
sured impedance and wave number data witha` and L as
free parameters. Unfortunately, the resulting fit yielded unre-
alistic values fora` . Because of the very thin and reticu-
lated nature of the RVC cell frame, tortuosity should be a
value close to unity, so a fit can be done witha`51 to

determine the values ofL to minimize the error of the fit to
the measured data. This is done separately for each sample.

V. RESULTS AND DISCUSSION

The measured flow resistivity of the samples is shown in
Table IV. It is quite interesting to note that the 80 PPI sample
has a higher flow resistivity than the 100 PPI. This is con-
sistent with the measurement results that show a slightly
larger impedance and wave number for the 80 PPI sample.
The 80 PPI sample does visually appear to have a larger pore
size than the 100 PPI material. What this may mean is that
PPI is not a useful measurement property of RVC for acous-
tic purposes. Several more samples of RVC of different po-
rosities should be obtained to determine if the 80 PPI sample
that was measured was abnormal or if PPI is indeed poorly
related to the flow resistivity of the material. The resulting
empirical equations from the regression analysis are

Ẑc5r0c0~110.2283C20.48842 j 0.1038C20.8155! ~26!

and

k̂c5
v

c0
~110.0898C20.84532 j 0.2049C20.7215!, ~27!

whereC5r0f /s. The constant values for the new empirical
model for the real and imaginary parts of the normalized
characteristic impedance and wave number along with their
uncertainties for the values are shown in Table V. The table
also presents the values obtained in the fits by Delany and
Bazley and by Qunli for comparison. The values of the
goodness-of-fit parameter,xn

2, for the new empirical law and

FIG. 4. Comparison of ln(Rn21) and ln(2Xn) as a function of ln(r0f/s) for all the sample data and the empirical models. Plotted are measured data~1!, new
empirical model~—!, and the empirical models of Delany and Bazley~¯! and Qunli~---!.
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for the models of the Delany and Bazley and Qunli are
shown in Table VI. Plots of the linearized data, the new
empirical model, and the models of Delany and Bazley and
Qunli are shown in Figs. 4 and 5. The results ofxn

2 compu-
tation show that the new empirical model is an acceptable
predictor of both the real and imaginary parts of the normal-
ized characteristic impedance and wave number,Rn , Xn ,
an , andbn . Thexn

2 for the new model fit of ln(Rn21) is a
little low, indicating that the uncertainties in the measure-
ment ofRn may have been overestimated. The Qunli model
was found to be an acceptable predictor of onlyRn while the
Delany and Bazley model is not an acceptable predictor of
any of the quantities.

Table VII shows the values of the characteristic viscous
and thermal lengths,L andL8, resulting from the fit of the
data to the Johnson–Allard microstructural model and esti-
mated from the surface area to volume ratio chart of the
manufacturer. Because the model was fit individually for
each sample PPI, the overallxn

2 for the model was not com-
puted.

An inspection of Figs. 4 and 5 confirms what thexn
2

calculations suggest, that the new empirical model is, in gen-
eral, a much better fit than either the Qunli or Delany and

Bazley model. For theRn regression results shown in Fig. 4,
it appears the Qunli model fits theRn data much better than
the Delany model, but not quite as well as the new model.
Figure 5 shows that both the Delany and Qunli models seem
to fit the bn data fairly well, but not as well as the new
empirical model.

Figures 6–10 show comparisons of the measuredRn ,
Xn , bn andan to the predictions of the empirical models and
the Johnson–Allard microstructural model fit for each of the
PPI. Error bars on the measurement are included. To make it
easier to read the graphs, every tenth measured data point is
plotted on the curves. An inspection of all the figures shows

FIG. 5. Comparison of ln(bn) and ln(2an) as a function of ln(r0f/s) for all the sample data and the empirical models. Plotted are measured data~1!, new
empirical model~—!, and the empirical models of Delany and Bazley~¯! and Qunli~---!.

TABLE VII. Characteristic viscous and thermal lengths of RVC samples.

Sample PPI L ~m! L8 ~m!

60 2.2e24 5.9e23
80 1.0e24 4.0e23

100 1.0e24 4.3e23
200 5.7e25 3.2e23
300 3.8e25 2.5e23

FIG. 6. Comparison of measuredRn , Xn , bn , andan and empirical pre-
dictions as a function ofr0f /s for the 60 PPI RVC samples withs51749
Pa s m22. Plotted are the measured data~•!, the new empirical model~—!,
the empirical models of Delany~¯! and Qunli ~---!, and the Johnson–
Allard microstructural model~3!.
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that except for the low frequency predictions ofbn for the 80
and 300 PPI samples, the predictions of the new empirical
model are within the error bars of nearly all the measured
data of all the samples.

The Delany and Bazley model prediction is within the
error bars of nearly all the measured data for onlyXn of the
60 PPI sample as shown in Fig. 6 and forbn of the 60 and 80
PPI samples as shown in Figs. 6 and 7. The Qunli model
fairs a bit better. The Qunli model predictions fall within the
error bars over most of the measurements ofRn for all the
samples—consistent with the low value ofxn

2 for the model
of Rn . It also is a good predictor ofXn for the 60 PPI
sample.

The microstructural model was mostly within the error
bars ofXn andbn for the 60 PPI sample and forRn andXn

of the 80, 100, 200, and 300 PPI samples. Overall the micro-
structural model fits better than the Delany and Bazley em-
pirical model but not as well as the Qunli empirical model. A
close inspection will show that the high frequency slope of

the Johnson–Allard model is very close to that of the mea-
sured data as expected by the model. A fit of the data to the
Johnson–Allard model at only high frequencies would have
produced a better match at high frequencies, but a far worse
match at low frequencies and a much higher overall error. It
is clear that advances in the microstructural modeling are
required for accurate modeling of RVC in the lower and
mid-frequency ranges.

VI. CONCLUSIONS

The four-microphone transfer matrix method was used
to measure the complex characteristic impedance,Ẑc , and
wave number,k̂c , for 60–300 PPI reticulated vitreous car-
bon in the frequency range of 330–2000 Hz. Uncertainty
estimates of the measuredẐc and k̂c were determined by
Monte Carlo methods. Inspection of the data suggested that
they would be well modeled by an empirical power law of

FIG. 7. Comparison of measuredRn , Xn , bn , andan and empirical pre-
dictions as a function ofr0f /s for the 80 PPI RVC samples withs53742
Pa s m22. Plotted are the measured data~•!, the new empirical model~—!,
the empirical models of Delany~¯! and Qunli ~---!, and the Johnson–
Allard microstructural model~3!.

FIG. 8. Comparison of measuredRn , Xn , bn , andan and empirical pre-
dictions as a function ofr0f /s for the 100 PPI RVC samples withs53348
Pa s m22. Plotted are the measured data~•!, the new empirical model~—!,
the empirical models of Delany~¯! and Qunli ~---!, and the Johnson–
Allard microstructural model~3!.

FIG. 9. Comparison of measuredRn , Xn , bn , andan and empirical pre-
dictions as a function ofr0f /s for the 200 PPI RVC samples withs55974
Pa s m22. Plotted are the measured data~•!, the new empirical model~—!,
the empirical models of Delany~¯! and Qunli ~---!, and the Johnson–
Allard microstructural model~3!.

FIG. 10. Comparison of measuredRn , Xn , bn , and an and empirical
predictions as a function ofr0f /s for the 300 PPI RVC samples with
s510782 Pa s m22. Plotted are the measured data~•!, the new empirical
model ~—!, the empirical models of Delany~¯! and Qunli ~---!, and the
Johnson–Allard microstructural model~3!.
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the same form as the empirical models developed by Delany
for fibrous absorbers and by Qunli for open cell foam ab-
sorbers.

The measured data were fit to a power law and uncer-
tainty bounds on the constants were determined by a
weighted least-squares analysis. The measured data were
also compared to the empirical models of Delany and Bazley,
Qunli, and the Johnson–Allard microstructural model. The
xn

2 goodness-of-fit measure indicated that the new empirical
model was a good predictor of the acoustic properties of
RVC while the other empirical models were not.

Plots of the measured data against the new empirical
model, against the empirical models of Delany and Bazley
and Qunli, and against the Johnson–Allard microstructural
model confirm the goodness-of-fit measures and show that
the microstructural model fits the measured data better than
the Delany and Bazley model but worse than the Qunli
model and far worse new empirical model. A new micro-
structural model needs to be developed for accurate predic-
tion of the acoustic properties of RVC over the frequency
ranges used in this study.
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Investigation of the phase velocities of guided acoustic waves
in soft porous layers

L. Boeckx, P. Leclaire, P. Khurana, C. Glorieux,a) and W. Lauriksb)

Laboratorium voor Akoestiek en Thermische Fysica, Katholieke Universiteit Leuven, Celestijnenlaan 200D,
B-3001 Heverlee, Belgium

J. F. Allard
Laboratoire d’Acoustique de l’Universite´ du Maine, UMR CNRS 6613, Avenue Olivier Messiaen,
72085 Le Mans Ce´dex, France

~Received 30 August 2004; revised 21 October 2004; accepted 16 November 2004!

A new experimental method for measuring the phase velocities of guided acoustic waves in soft
poroelastic or poroviscoelastic plates is proposed. The method is based on the generation of standing
waves in the material and on the spatial Fourier transform of the displacement profile of the upper
surface. The plate is glued on a rigid substrate so that it has a free upper surface and a nonmoving
lower surface. The displacement is measured with a laser Doppler vibrometer along a line
corresponding to the direction of propagation of plane surface waves. A continuous sine with
varying frequencies was chosen as excitation signal to maximize the precision of the measurements.
The spatial Fourier transform provides the wave numbers, and the phase velocities are obtained
from the relationship between wave number and frequency. The phase velocities of several guided
modes could be measured in a highly porous foam saturated by air. The modes were also studied
theoretically and, from the theoretical results, the experimental results, and a fitting procedure, it
was possible to determine the frequency behavior of the complex shear modulus and of the complex
Poisson ratio from 200 Hz to 1.4 kHz, in a frequency range higher than the traditional
methods. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1847848#

PACS numbers: 43.20.Jr, 43.20.Ks, 43.20.Mv@RLW# Pages: 545–554

I. INTRODUCTION

The acoustical properties of porous materials can gener-
ally be well described in a wide frequency range with Biot’s
theory,1 which involves the determination of a number of
physical parameters. In many cases for air-saturated materi-
als, the porous frame can be considered to be much more
rigid and heavier than air, and a simplified model can be used
in the rigid frame approximation. Many studies have been
successfully carried out in this approximation and are re-
ported in Ref. 2. There is also a growing interest in applica-
tions where the frequency dependence of the mechanical ri-
gidity of the material should be taken into account in the full
Biot theory for poroelastic and poroviscoelastic media.3,4,2

However, the main limitation of the full model is the lack of
data on the dynamic rigidities of the porous frame. Classical
methods for determining these parameters involve the appli-
cation of vibrations to samples5–10~e.g., rods, cubes, or small
plates! of finite sizes with respect to the wavelengths in-
volved. The properties~resonance frequencies, damping, dy-
namic behavior! of the transfer function between the re-
sponse and the excitation yield the mechanical properties of
the excited structure. However, the frequency range de-
scribed in these methods is limited to the lower part of the
audible frequency range~typically below 400 Hz!. A new
method for measuring the shear modulus of air-filled porous

materials based on the propagation of Rayleigh waves in
thick layers was recently proposed by Allardet al.11 and pro-
vided useful information above 3 kHz. More recently, Allard
et al.12 have proposed a new method of measurement in thin-
ner samples in which Biot’s shear wave is excited. This
method is based on the effect of the resonance of the porous
frame around the quarter shear wavelength on the pole of the
reflection coefficient.

Surface waves at the interface between a fluid and a
porous solid have been studied theoretically by many authors
and in particular by Deresiewicz,13 and Feng and Johnson14

for liquid saturated media. The surface wave in the air above
a porous absorbing material and rough surfaces was studied
theoretically and experimentally by Attenborough,15,16Atten-
borough and Chen,17 Lauriks et al.,18 Kelders et al.,19 and
Allard et al.20

In this article, we investigate the propagation of guided
waves in a layer of porous material in a wide frequency
range, from the typical frequencies of the classical vibra-
tional methods to the high-frequency limit of the Rayleigh
wave. First results of this work were presented in Kyoto.21

Together with a complete model for guided waves in a soft
porous material on a rigid substrate, a new experimental
method is proposed in this article for the determination of the
modes of propagation in a plate of finite sizes. This method,
characterized by an increased signal-to-noise ratio and mea-
surement accuracy, is based on the generation of standing
waves in the layer of porous material. Lamb waves in plates
with free surfaces, and other surface waves in layers or at
interfaces have been extensively studied and led to many

a!Also: postdoctoral researcher FWO-Vlaanderen, Belgium.
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applications from material characterization at ultrasonic
frequencies22 to the oil industry. Theoretical references in
this area are provided by the books by Royer and
Dieulesaint,23 Viktorov,24 and Ewing, Jardetsky, and Press.25

The theoretical results of our study are presented in the next
section. The experimental principle of the new method for
measuring the phase velocities of the different modes in of
porous layers is presented in Sec. III and applied in Sec. IV
to a melamine foam. The phase velocities of two modes were
measured and used as reference velocities for the fitting of
the dispersion curves leading to the determination of the fre-
quency variations of the complex shear modulus and Poisson
ratio.

II. GUIDED WAVES IN A LAYER OF POROUS
MATERIAL

Results for a nonporous solid of thicknessH lying on a
rigid substrate are presented first. This simple case will be
very useful to the study of the porous case in providing the
general shape of the curves, the cutoff frequencies, and the
limit velocities that should be expected. Many porous mate-
rials in practical applications have a high porosity, a low flow
resistivity, and a tortuosity close to 1. For these materials the
couplings are relatively low, and the model for nonporous
material will reasonably approximate the porous case. The
full model for porous layers on a rigid substrate is presented
in Sec. II B, which better describes materials for which the
couplings are higher.

A. Guided waves in a layer of soft elastic material on
a rigid substrate

Ewing, Jardetsky, and Press25 ~p. 189! have studied sur-
face waves in a solid layer over a semi-infinite solid. The
frequency spectrum at ultrasonic frequencies of the surface
acoustic wave in a solid film over a solid substrate was also
studied analytically by Gusev and Hess.26 The configuration
for a soft, solid layer lying on a rigid substrate is shown in
Fig. 1. Following the standard derivation, by choosing the
potentials to be linear combinations of sines and cosines and
from the application of the appropriate boundary conditions
on stresses and displacements at the interfaces, the following
dispersion equation is obtained:

24k2~k22q2!2sinpH sinqHF k2

pq
~k22q2!214k2pqG

1cospH cosqH@4k41~k22q2!2#50, ~1!

where k, p, and q are the wave numbers defined in the
classical Lamb theory. Figure 2~a! shows an example of dis-
persion curves obtained from a numerical search of the roots
of Eq. ~1!. The usual Lamb dispersion curves are shown in
Fig. 2~b! for the same material but for a plate of thickness

2H. The main difference with the Lamb plate is the absence
of modes without cutoff frequency and a greater spacing be-
tween the modes associated with the change in thickness.
Since the thickness always appears in a product with the
wave number or with the frequency in the dispersion equa-
tion, doubling~halving! the thickness is equivalent to com-
pressing~expanding! the frequency scale. The cutoff fre-
quencies are given by

vc5~2m11!
pVT

2H
and vc5~2m11!

pVL

2H
,

m50,1,2,..., ~2!

whereVL andVT are, respectively, the velocities of the bulk
compressional and shear waves in the material. The study of
the high-frequency behavior shows that the first mode tends
to the Rayleigh mode and that the velocities of higher order
modes tend to the bulk shear velocity.

The results presented above do not account for the pres-
ence of a fluid surrounding the layer. The effect of the fluid
can be included by replacing the zero in the right-hand side
of the equation of dispersion by a fluid term~see Viktorov,24

p. 117 for the Lamb case!. The main influence of the pres-
ence of a loading fluid is the possible existence of a fluid
wave that is damped along they axis, hence localized above
the surface~Scholte wave! and/or the possibility for the
modes in the layer to ‘‘leak out’’~radiate! energy in the fluid
~leaky Rayleigh wave or leaky Lamb modes!. A large body
of literature is dedicated to the study of ultrasonic surface

FIG. 1. Layer of material on a rigid substrate and system of coordinates.

FIG. 2. Phase velocities vs frequency3thickness for~a! a plate of thickness
H of an elastic material on a rigid substrate;~b! a Lamb plate of thickness
2H. In both cases the material density is 14 kg/m3, VL5222 m/s, andVT

5122 m/s.
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waves in fluid-loaded media. The reader is referred to the
thesis by Van de Rostyne27 for an extensive and recent re-
view. The fluid is air in our study and its influence has been
neglected in the case of guided waves in nonporous layers on
a rigid substrate. However, air is accounted for in the follow-
ing section where a porous material is studied.

B. Guided waves in a porous layer on a rigid substrate
and saturated by air

The configuration examined in the previous section in-
volves boundary conditions that are of great interest for the
study of highly porous sound-absorbing materials. These
very soft materials have a Young’s modulus between 104 and
to 106 Pa, typically. For these materials the rigid substrate or
the Lamb boundary conditions are fairly easy to set up ex-
perimentally and to control.

1. Biot’s equations of poroelasticity

In Biot’s linear equations of poroelasticity28 ~Biot’s sec-
ond formulation is used here!, the total stress tensort i j and
the fluid pressurePf in the pores are given by

t i j 52m« i j 1d i j ~lc«2aMz!, ~3a!

Pf52aM«1Mz, ~3b!

with

lc5l1a2M , ~4!

« i j 5
1
2 ~ui , j1uj ,i !, ~5!

«5«111«221«335div u, ~6!

z52div w, ~7!

w5f~U2u!. ~8!

In these equations,l and m are the Lame´ constants of the
porous frame,a andM are, respectively, an elastic coupling
factor and a rigidity associated with the fluid. They were
both defined by Biot and Willis.29 « i j is the strain tensor of
the solid and depends on the solid displacementu. « is the
solid dilatation,f the porosity,z the fluid content, andw
corresponds to the displacement of the fluidU relative to the
solid.

2. Boundary conditions

The porous plate is set in the same configuration as the
elastic plate of Sec. II A and the system of coordinates is
unchanged. In this configuration, the boundary conditions are
expressed as follows:
At y50:

t1250,
t2252p where p is the pressure of the fluid sur-

rounding the layer,
Pf5p,
uy1wy5U f whereU f is the displacement of matter

in the surrounding fluid.
At y5H:

uy50,
ux50,
wx50.

3. Choice of a functional form for the displacement
potentials

Two compressional waves and one shear wave can
propagate in fluid-saturated porous material, and the dis-
placements of matter are written in terms of two scalar po-
tentialsw1 andw2 and one vector potentialc

u5¹w11¹w21¹3c, ~9!

w5f~U2u!5f¹w1~m121!1f¹w2~m221!

1f¹3c~m321!, ~10!

where the coefficientsm1 , m2 , and m3 correspond to the
amplitude ratios of the waves in the porous material3,11

m i5
Pki2v2r11

v2r122Qki
, i 51,2 ~11a!

m35
r12

r22
. ~11b!

In these expressionski ( i 51,2) are the wave numbers of the
Biot compressional waves. The elastic coefficientsP andQ
were defined by Biot and Willis.29 These can be related tol,
m, to the rigidity of the fluidK f and of the solidKs and to the
porosity f. The following approximation can be used for
highly porous materials saturated by air:3

P'
2

3
m1l1

~12f!

f
K f , ~12a!

Q'K f~12f!. ~12b!

The following relations are also needed:29

a5S 12
Q

RDf ~13a!

and M5
R

Q2 , ~13b!

with R'fK f in the approximation of an air saturated highly
porous material.3 r11, r12, r22 are the coefficients of a den-
sity matrix and are functions of the tortuositya`

r115~12f!rs1~a`21!fr f , ~14!

r1252~a`21!fr f , ~15!

r225a`fr f . ~16!

The velocities of the two compressional and of the shear
waves were given by Biot.1,28 They are obtained from
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1

VLi
2 5

1

2

Pr221Rr1122Qr12

PR2Q2 F16S 124
~PR2Q2!~r11r222r12

2 !

~Pr221Rr1122Qr12!
2 D 1/2G , i 51,2 ~17!

VT5A m

~12f!rs1S 12
1

a`
Dfr f

. ~18!

The wave attenuation by viscous frictions and thermal ex-
changes between the solid and the fluid can be formulated
through the use of a complex dynamic tortuositya~v! to
replacea` and of a complex air compressibility~see Ref. 2!.
These involve the flow resistivitys of the porous material
and the viscous and thermal lengthsL andL8. For the first
three potentials, a linear combination of sines and cosines is
chosen

w15~A1 cosp1y1A2 sinp1y!ei (vt2kx), ~19!

w25~B1 cosp2y1B2 sinp2y!ei (vt2kx), ~20!

c5~C1 cosqy1C2 sinqy!ei (vt2kx), ~21!

w f5Degyei (vt2kx) for y<0, ~22!

whereA1 , A2 , B1 , B2 , C1 , C2 , andD are constants.v is
the angular frequency andt is the time. The potentials de-
pend onx and y and satisfy the following equations of
propagation:

¹2w12
1

VL1
2

]2w1

]t2 50, ~23a!

¹2w22
1

VL2
2

]2w2

]t2 50 ~23b!

and ¹2c2
1

VT
2

]2c

]t2 50. ~23c!

Harmonic solutions inv andk yield for a propagation along
x

]2w1

]y2 1p1
2w150, ~24a!

]2w2

]y2 1p2
2w250, ~24b!

and
]2c

]y2 1q2c50, ~24c!

where the coefficientsp1 , p2 , andq are wave numbers as-
sociated with the propagation of the fast, slow, and shear
waves, respectively

p1
25

v2

VL1
2 2k2, ~25a!

p2
25

v2

VL2
2 2k2, ~25b!

and q25
v2

VT
2 2k2. ~25c!

The fluid surrounding the layer is included in the model, and
a potentialw f , associated with the wave in the fluid must
also be defined. This potential satisfies

¹2w f2
1

Vf
2

]2w f

]t2 , ~26a!

]2w f

]y2 2g2w f50. ~26b!

The dependence ony of w f is such that they component of
the propagation constantg is given by

g25k22
v2

Vf
2 , ~27!

whereVf is the free velocity in the fluid. Referring to dis-
cussion of Sec. II A and to the form chosen for the potential
in Eq. ~22!, the main features of the components of the wave
numbers of the wave in the surrounding fluid are the follow-
ing:

~i! Im(k)>0. This condition should always be fulfilled
and will insure that the amplitude of the wave de-
creases asx increases~or is constant in the undamped
case!. The definition used fork is k5Re(k)1i Im(k).

~ii ! Re(g).0. This corresponds to a fluid wave localized
above the interface, i.e., a Scholte wave~semi-infinite
solid! or an A wave ~plate!. If Im(k)50 in condition
~i! the modes are undamped alongx.

~iii ! Re(g)50 and Im(g).0. This situation is one where
the wave can propagate in the entire fluid half-space
and is not localized near the interface. This is made
possible if both the radiation condition Re(g)50 and
the causality requirement Im(g).0 for a wave to
travel from the interface and not toward it are ful-
filled. In this case the guided modes in the layer will
radiate or leak out energy in the fluid. Sinceg
5vA1/V221/Vf

2, the consequences of these condi-
tions on the velocities are that the phase velocity of
the guided wave must be greater than the free velocity
of the fluid for the condition to be fulfilled. The wave
will be radiative for supersonic guided modes. The
nature of the fluid mode~localized or radiative! can
also change with frequency as the phase velocity var-
ies and can cross the valueVf .
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4. Determinant of the boundary conditions—
Dispersion equation

The displacementsux anduy are obtained from writing
the spatial derivatives of the potentials in Eq.~9!

ux5
]w1

]x
1

]w2

]x
1

]c

]y
, ~28a!

and uy5
]w1

]y
1

]w2

]y
2

]c

]y
. ~28b!

Similarly, the components of the relative displacementw are
obtained from Eq.~10!. The other parameters and the useful
elements of the stress and strain tensors are calculated from
Eqs. ~3! to ~8!. After expressing the boundary conditions
given in Sec. II B 2, a 737 determinant is found

U 0 D12 0 D14 D15 0 0

D21 0 D23 0 0 D26 D27

D31 0 D33 0 0 0 D37

0 D42 0 D44 D45 0 D47

D51 D52 D53 D54 D55 D56 0

D61 D62 D63 D64 D65 D66 0

D71 D72 D73 D74 D75 D76 0

U50. ~29!

The coefficients of the matrix are given in the Appendix.
Finding the zeros of this determinant, i.e., solving the equa-
tion

Det~v,k,H,...!50, ~30!

provides a relationship betweenv and k, the equation of
dispersion. This relationship is not explicit and must be de-
termined numerically. In general, this determinant has com-
plex values and Eq.~30! should also be solved in the com-
plex plane to account for attenuation mechanisms. This
means that the initial values ofk must be complex in the
numerical algorithm to solve Eq.~30!. The theoretical calcu-
lation of the dispersion curves for a highly porous melamine

foam and an application to the evaluation of the dynamic
complex elastic moduli are proposed in Sec. IV.

III. EXPERIMENTAL PRINCIPLE FOR MEASURING
THE PHASE VELOCITIES OF GUIDED ACOUSTIC
MODES IN POROUS MEDIA

A. Experimental setup

The experimental principle is described in Fig. 3, where
a layer of porous material is glued on a plane rigid substrate
so that the displacement of the porous frame is zero at the
interface between the material and the substrate. Double-
faced tape and a mounting spray were used, in order to ob-
tain uniform boundary conditions over the whole interface.
An optical table with a rigidity and a density much greater
than that of the porous layer was used as a semi-infinite rigid
substrate. The porous layer was excited at one end with a
thin aluminum strip used as a line source attached to a shaker
at one end and to the sample at the other end with the help of
double-faced tape. The shaker was fed with a continuous
sinusoidal signal provided by the function generator unit of
an SRS SR780 2-channel signal analyzer, and the frequency
could be varied. The signal analyzer incorporates a lock-in
amplifier. The other end of the layer was glued on a rigid end
so that incident waves could be reflected. The difference in
impedance is large and it can be assumed that the reflection
coefficient at the interface between the rigid end and the

FIG. 4. ~a!, ~b!, and~c!: Experimental standing wave patterns.~d!, ~e!, and~f!: Spatial Fourier transforms of the measured standing wave patterns.~a! and~d!
256 Hz; ~b! and ~e! 424 Hz; ~c! and ~f! 1041 Hz.

FIG. 3. Experimental setup for the generation and detection of standing
waves in a layer of material on a rigid substrate.
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plate is 1. The displacement of the surface of the layer was
measured with the help of a laser vibrometer. The measure-
ment point on the surface was allowed to move along a line
parallel to thex axis. The laser beam at the output of the
laser was collimated and a mirror/lens arrangement insured
that the beam was always focused on the surface of the ma-
terial at any position of the beam. Reflection of the laser
beam on the material was achieved with the help of a strip of
reflective tape in the path of the scanning beam. The entire
setup was automated and placed in a semianechoic chamber.
For each frequency, the path was scanned with a typical step
of 1 to 5 mm and the amplitude and phase of the signal were
recorded at each position. Once the data were recorded, the
spatial Fourier transform of the displacement profile in the
vicinity of the rigid end was calculated.

B. Standing wave pattern, spatial Fourier transform
and phase velocities

Figure 4 shows the standing wave patterns measured at
256, 424, and 1041 Hz, and the amplitude of their respective
Fourier transforms plotted in arbitrary units. The experimen-
tal data processing scheme is the following: the spatial Fou-
rier transformA(k, f j ) of the standing wave pattern at each
frequencyf j gives a continuous spectrum with maxima indi-
cating the wave numberski , j

max of the modes present in the
material. The phase velocities are then simply obtained by
v5v/ki , j

max. The phase velocities of the maxima that have
been identified are indicated in Table I. The highest veloci-
ties in Table I correspond to the peaks with smaller values of
wave number, but these modes can be accounted for only
when their wavelengths are sufficiently smaller than the size
of the sample. The differences in peak amplitudes are due to
differences in the mode amplitudes and to the fact that the
detection takes place in the normal direction. The modes
with the highest amplitudes are those with main displace-
ments along they axis. The source configuration plays a role
in the excitation efficiency of the modes. The source/material
impedance matching is also of great importance in the uni-
formity of the source amplitude with frequency. The key
advantages of this method are that more energy can be de-
livered at a given frequency and that the signals are continu-
ous, not localized in time. Since the excitation is a continu-
ous sine, the rigid backing of the sample is used in order to
create a spatial profile of the sample surface near the reflector
that does not depend on time.

However, as can be seen in Fig. 4~c!, the standing wave
pattern is most clearly observed near the rigid end of the
sample and for higher frequencies. This can be explained by
the reduced influence of the source in this area and at these

frequencies. The waves are mainly propagative near the
source and standing near the rigid end. In this article, the
attention is focused on the detection of the spatial periodici-
ties that appear in the standing wave field created by the
reflection. At low frequencies, the waves traveling toward
and reflected from the rigid end have a fairly low attenuation,
and the influence of the source can extend over long dis-
tances. At higher frequencies, the attenuation is greater and
higher excitation amplitudes are necessary. In practice, over-
heating of the source and nonlinear effects in the material
near the source are limitations to the maximum amplitude
applicable.

To isolate the ‘‘standing’’ part of the wave pattern near
the rigid end, and to reduce the source effect, a spatial win-
dow can be used when calculating the spatial Fourier trans-
form. This window is designed to reduce the amplitudes of
the displacement profile near the source. The source effect
manifests itself by the presence of dominant peaks of ampli-
tude at low wave numbers in the spatial spectrum. The length
of the spatial window should also vary when the frequency
varies, as the spatial extent of the source effect changes with
frequency. Because it is quite difficult yet to find a reliable
guideline for applying a window at varying frequencies, the
data were processed twice, with and without window; only
the most certain points were retained. Thus, the dominant
source effect can be filtered out to obtain the modes propa-
gating with a small wavelength. As can be seen in Fig. 4~d!,
small ripples are present in the spectrum. These are a conse-
quence of the finite sample dimensions and of the disconti-
nuities introduced in the periodization in the numerical
implementation of the Fourier transform. A second function
of spatially windowing the standing wave pattern is to reduce
the amplitude of these ripples.

IV. APPLICATION TO A HIGHLY POROUS MATERIAL
AND FITTING OF THE COMPLEX SHEAR
MODULUS AND POISSON RATIO

A. Theoretical dispersion curves

A highly porous melamine foam with a thickness of 10
cm ~the material parameters are given in Table II! was stud-
ied theoretically and experimentally using the technique de-
scribed in the previous section. Calculated dispersion curves
for this material are presented in Fig. 5. The real parts of the
phase velocities of the modes are given in Fig. 5~a! and the
imaginary parts in Fig. 5~b!. A shear modulusm of 110 000
Pa, obtained from the high-frequency limit of the experimen-
tal results, and a Poisson ration of 0.25 were used in the
simulation. Imaginary parts of 10% of their respective real
parts were added to these coefficients to simulate structural
damping. The simulation includes both the Biot attenuation

TABLE I. Phase velocities of the surface modes in a layer of material on a
rigid substrate at different frequencies.

Phase velocities of modes~m/s!

Freq ~Hz!

1041 933 266 146 108 84
424 120 69
256 253 91 50

TABLE II. Material parameters for the melamine foam.

Tortuosity
a`

Flow
resistivity

Ns/m4

s

Viscous
dimension

mm
L

Thermal
dimension

mm
L8

Frame
density
kg/m3

r
Porosity

f

1.01 12 000 100 150 13.96 0.98
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mechanism in a porous medium and the structural damping
associated with complex Young and shear moduli. The
damped modes were calculated by searching the zeros of the
determinant ~29! in the complex plane~no attenuation
mechanism was considered in Sec. II A and undamped
modes were obtained from a root search on the real axis!. A
simple numerical algorithm was developed that seems to
give good results. The idea is to locate the maxima of the
uDet(v,k,H,...)u21 surface in the complexk plane, which is
equivalent to solving~30! but with the advantage that this
function is real-valued and easier to handle. Numerically, this
function can be represented by a large matrix, any value of
which has a row and a column index that correspond to the
discretized real and imaginary parts ofk. The root search
was done in aMATLAB routine where a smaller square matrix
was used to ‘‘scan’’ the large matrix of data to find the local
maxima. The size of this ‘‘scanning’’ matrix can be chosen
so that there is only one maximum in it. The condition that
the maximum found in the scanning matrix must not be on
its edges must be fulfilled because it does not necessarily
correspond to a local maximum of the large matrix. Several
simple methods can be used to implement this condition nu-
merically. This zero search algorithm is simple and fast
enough for our study. Figure 6 shows an example of contour
plot of the functionuDet(v,k,H,...)u21 at 2000 Hz for a
melamine foam as an example of root search in the complex
k plane. The sign convention used fork in the numerical
algorithm wask5Re(k)2i Im(k), and the lower-right quad-

rant of thek space was used. The dots correspond to the
maxima found, i.e., the roots of Eq.~30!. The downward
triangle, the diamond, the right- and the upward triangles are
trivial solutions of Eq.~30!. They correspond, respectively,
to Biot’s first and second compressional wave numbers, to
Biot’s shear wave number, and to the fluid wave number
~these modes are not shown in Fig. 5!. In addition, each
mode was calculated separately by using a branch-following
algorithm in which a root is being traced from high to low
frequencies.

B. Interpretation of the theoretical results

When comparing the results with those obtained from
the results of Sec. II A, in which the porous solid is consid-
ered as an effective nonporous solid, it is found that more
modes exist in the porous case. This result can be associated
with the existence of the fluid and solid phases. The interpre-
tation can be made easier by considering, in a first approach,
the purely theoretical case of a porous layer with a rigorously
zero coupling between the two Biot waves. In such a case,
one may consider two decoupled sets of guided waves in the
porous layer: the structure-borne guided waves and the fluid-
borne guided waves. If Biot’s structure-borne bulk waves
~compressional and shear! were nondispersive at all, the
structure-borne set of guided modes in the layer would cor-
respond exactly to the modes obtained from the effective
solid model of Sec. II A. The new result is the possible ex-
istence of a second set of guided modes associated with Bi-
ot’s fluid-borne wave. This result is a direct consequence of
the addition of the term containing the scalar potentialw2

associated with Biot’s wave of the second kind in Eq.~9!.
Including this potential results in increasing the number of
solutions for the dispersion equation and therefore the num-
ber of modes in the porous system. The porous material stud-
ied in this article is such that the coupling between the two
compressional waves is weak, and so it is thought that the
interpretation given above should hold for this material.
However, the coupling, even though very small, always ex-
ists in real experimental conditions and it is thought that the
main effect of the coupling will be the possibility for the

FIG. 5. Dispersion curves calculated by solving Eq.~30! numerically for a
melamine foam of 0.1-m thickness.~a! Real part and~b! imaginary part of
the phase velocities. The anomalous behavior of the dashed-curve mode
around 250 Hz is due to numerical error.

FIG. 6. Root search of Eq.~30! in the complexk plane at 2000 Hz. The
spots correspond to the roots found numerically. The downward triangle, the
diamond, the right and the upward triangle correspond, respectively, to the
first, to the second longitudinal Biot wave number, to the transverse Biot
wave numbers, and to the fluid wave number.
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structure- and fluid-borne guided waves to exchange energy.
It is difficult to envisage the detection of any of the fluid-
borne modes at the moment with the current experimental
setup designed to measure the displacement of the solid
structure only.

Another consequence of the porous nature of the layer is
the possible loss of energy by viscous and thermal interac-
tions in the pores resulting in a higher attenuation for the
guided modes in the porous material than for an equivalent
elastic solid in which only structural damping is accounted
for. On average and for all the modes, about 15% extra
damping should be attributed to Biot’s attenuation in the dis-
persion curves of Fig. 5. While this result holds only for the
porous material studied in this article, Biot’s attenuation
should in general affect both the damping and the dispersion
of the modes. In addition to the existence of the fluid-borne
dispersion curves, the existence of a second compressional
wave in a porous medium has a very interesting conse-
quence. As frequency increases, it can be seen in Fig. 5~a!
that the thin dotted line and the thin solid line tend to the
velocity of the Biot wave of the second kind. In the material
studied, the Biot wave of the second kind is faster than the
Biot wave of the first kind at high frequencies, and is slower
than the free velocity in the surrounding fluid. The curves are
plotted in a wider frequency range in Fig. 7, clearly showing
the two sets of dispersion curves. The shear velocity acts as
asymptotic values toward which the structure-borne modes
tend. While this behavior can be expected in a nonporous
solid, the existence of a second velocity limit in porous me-
dia corresponding to the velocity of the Biot wave of the
second kind is new. This behavior can be related to the fact
that the fluid-borne modes propagate in an equivalent ‘‘fluid
plate.’’ In such a plate, the shear velocity is zero and the
modes tend to the bulk compressional velocity in the high-
frequency limit.30 The existence of a compressional and a
shear limit velocity can also be observed in materials for
which the coupling between the compressional and shear
waves is small, such as in highly attenuative plastic plates.31

The attenuation mechanisms and the presence of a loading
fluid are responsible for the existence of the maxima ob-
served in the dispersion curves of Figs. 5 and 7.

C. Fitting of the dispersion curves

The new experimental method was used to determine
the phase velocities in a layer of melamine foam. The sample
was set up as shown in Fig. 3 and a continuous sine excita-
tion with frequencies varying from 150 to 1500 Hz was ap-
plied. The measurements were performed at a temperature of
21 °C and variations remained within 5% of this value. Two
clear maxima could be traced throughout the measured fre-
quency domain. These provided the velocities of the first two
modes of the dispersion curves. The results are shown in Fig.
8. Several data points seem to provide evidence for the ex-
istence of a third mode. It was found that a variation in
frequency of the elastic coefficients and the use of the com-
plete porous model was needed to fit the variations of the
first two modes. The solid lines indicate a fit where the shear
modulus and its imaginary part were allowed to vary. The
parameters for the fit are the real and imaginary parts of the
shear modulus and the Poisson ratio. All other physical pa-
rameters: porosity, permeability, tortuosity, thermal and vis-
cous characteristic lengths, were measured. Standard meth-
ods exist for the first two parameters. The last three
parameters were determined using ultrasonic transmission
methods~see Ref. 32 and references therein!. In the fitting
process, the experimental results were assumed to corre-
spond to the first two modes~indicated by the medium thick
solid line and the dashed line! of Fig. 5~a!. This indirectly
provided a guess for the initial value of the shear modulus as
the first mode tends asymptotically to the Rayleigh velocity,
which depends on the shear modulus. A separate measure-
ment of the Rayleigh velocity at high frequency was per-
formed on a smaller sample of the same material and was
consistent with the high-frequency asymptotic limit. An ini-
tial value of 0.25 was used for the Poisson coefficient. The
imaginary part of the Poisson coefficient was allowed to vary
within 20% of the real part. The values obtained for the shear
modulus, the Poisson coefficients, and their imaginary parts
are given in Fig. 9. A variation of the shear modulus between
0.05 and 0.12 GPa was obtained in the frequency range in-
vestigated. Although the measurement error is difficult to
estimate precisely, the discrepancy between the fit and the
measured phase velocities gives an indication. It was noticed
that the fit is less sensitive to the Poisson ratio than to the

FIG. 7. Real part of the dispersion curves calculated as a function of fre-
quency for a melamine foam of 0.1 m thickness up to 10 kHz.

FIG. 8. Measured phase velocities~circles! and fitted modes~solid lines! for
a melamine foam.
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shear modulus. As a consequence, one may consider the re-
sult to be reliable for the shear modulus while only giving an
order of magnitude for the variations of the Poisson ratio.

Although precise literature values on the variation of the
shear modulus for this type of highly porous foams are
scarce, the values measured in this study can be compared to
other measurements.9,10 In Ref. 10, vibration measurements
on this type of foam~melamine! gave a range of variation for
the Young’s modulus between 1.53105 Pa and 2.33105 Pa
between 200 and 1000 Hz. Considering a real part of Poisson
ratio around 0.2@obtained from the fit in Fig. 9~b!#, the cor-
responding range for the shear modulus is between 6.2
3104 Pa and 9.63104 Pa. In the same frequency range, the
results we obtained vary between 73104 Pa and 10
3104 Pa@real part of the shear modulus in Fig. 9~a!#, show-
ing a good consistency with the results of Ref. 10 and a
difference between 4% and 11%. The error on the Poisson
ratio should also be added when carrying out the compari-
son. This type of material exhibits a non-negligible anisot-
ropy, and the way the material is cut can explain the differ-
ences observed. However, the range of values obtained is
confirmed by static tests, by the traditional lower frequency
measurement methods, and by the Rayleigh wave measure-
ment method11 that was also performed on this material in
the high-frequency limit.

V. CONCLUSION

A new experimental technique for measuring the dy-
namic complex shear modulus and Poisson ratio of porous

materials was proposed and applied to a highly porous
melamine foam. This method is based on the generation of
standing waves in the layer and accounts for the dispersion
of guided acoustic waves in the layer of material lying on a
rigid substrate. The dispersion of the modes was also studied
theoretically and new, interesting results were found on the
consequences of the existence of two compressional waves
in a porous material. The coupling between the two Biot
compressional waves is fairly low in the material studied,
and structure-borne and fluid-borne guided waves were pre-
dicted. It was also found that the velocity of the Biot com-
pressional wave of the second kind acts as a limit velocity
for the fluid-borne dispersion curves, and that a significant
additional damping was induced by the inclusion of Biot’s
parameters in the model.

The experimental results are consistent with other mea-
surements on this material and with the results obtained from
static tests and traditional methods. Although this method
allows description of a higher frequency range than the tra-
ditional methods, it is still limited by the lack of a reliable
line source that can be used to excite high-frequency vibra-
tions with sufficient amplitude. Other materials, experimen-
tal configurations, theoretical development, as well as new
excitation techniques are currently being investigated. In par-
ticular, a porous layer with its two surfaces free~Lamb con-
ditions! is being studied experimentally and theoretically.
This work should allow the study of more rigid materials and
the exploration of a higher frequency range.

APPENDIX:

The elements of the determinant in Eq.~29! are given by
D12522ikp1 ,
D14522ikp2 ,
D155k22q2,
D21522mp1

22(k21p1
2)(lc1aMf(m121)),

D23522mp2
22(k21p2

2)(lc1aMf(m221)),
D2652ikqm,
D2752K f(2k21g2),
D315(k21p1

2)M (a1f(m121)),
D335(k21p2

2)M (a1f(m221)),
D375K f(2k21g2),
D425p1(11f(m121)),
D445p2(11f(m221)),
D455 ik(11f(m321)),
D4752g,
D5152p1 sinp1H,
D525p1 cosp1H,
D5352p2 sinp2H,
D545p2 cosp2H,
D555 ik cosqH,
D565 ik sinqH,
D6152 ik cosp1H,
D6252 ik sinp1H,
D6352 ik cosp2H,
D6452 ik sinp2H,
D6552q sinqH,
D665q cosqH,
D7152f(m121)p1 sinp1H,

FIG. 9. Fitted real and imaginary parts of the shear modulus and Poisson
ratio against frequency. The imaginary parts are plotted in percentage of the
real parts.

553J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Boeckx et al.: Guided acoustic waves in soft layers



D725f(m121)p1 cosp1H,
D7352f(m221)p2 sinp2H,
D745f(m221)p2 cosp2H,
D755 if(m321)k cosqH,
D765 if(m321)k sinqH.
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agnède, ‘‘Determination of the viscous and thermal characteristic lengths
of plastic foams by ultrasonic measurements in helium and air,’’ J. Appl.
Phys.80, 2009–2012~1996!.

554 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Boeckx et al.: Guided acoustic waves in soft layers



Reconstruction of vibroacoustic fields in half-space by using
hybrid near-field acoustical holography
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In this paper we examine the accuracy and efficiency of reconstructing the vibroacoustic quantities
generated by a vibrating structure in half-space by using hybrid near-field acoustic holography
~NAH! and modified Helmholtz equation least squares~HELS! formulations. In hybrid NAH, we
combine modified HELS with an inverse boundary element method~IBEM! to reconstruct a
vibroacoustic field. The main advantage of this approach is that the majority of the input data can
be regenerated but not measured, thus the efficiency is greatly enhanced. In modified HELS, we
expand the field acoustic pressure in terms of outgoing and incoming spherical waves and specify
the corresponding expansion coefficients by solving a system of equations obtained by matching the
assumed-form solution to the measured acoustic pressure. Here the system of equations is ill
conditioned and Tikhonov regularization is implemented through singular value decomposition
~SVD! and the generalized cross-validation~GCV! method. Numerical examples of a dilating and
oscillating spheres and finite cylinder are demonstrated. Test results show that hybrid NAH can yield
a more accurate reconstruction than does a modified HELS, but a modified HELS is more efficient
than is hybrid NAH @Work supported by NSF#. © 2005 Acoustical Society of America.
@DOI: 10.1121/1.1847994#

PACS numbers: 43.20.Rz, 43.35.Sx, 43.50.Yw@EGW# Pages: 555–565

I. INTRODUCTION

Near-field acoustic holography~NAH! has made signifi-
cant progress over the past two decades in reconstructing the
vibroacoustic quantities generated by an arbitrary structure in
a free field. Currently, there are three basic approaches in
NAH: ~1! Fourier acoustics,1–3 which is suitable for sepa-
rable geometry such as an infinite plane and cylinder, and a
sphere;~2! the inverse boundary element method~IBEM!
that can handle arbitrary geometry and has no restriction on
measurement locations;4–12 and ~3! the Helmholtz equation
least squares~HELS! method13–18 that can handle arbitrary
geometry and requires fewer input data than does IBEM.
However, HELS is not ideal for a highly irregular surface
due to a slow convergence of an expansion solution. To im-
prove the accuracy and efficiency of reconstruction, a com-
bined Helmholtz equation-least squares~CHELS!19 is devel-
oped that combines the advantages of HELS and IBEM.
However, in CHELS measurements must be taken on a hy-
pothetical spherical surface. Thus, for arbitrary source geom-
etry the accuracy of measurement may be inconsistent and
the reconstruction may not be satisfactory.

Recently, hybrid NAH20 is developed for reconstructing
the vibroacoustic quantities generated by an arbitrary object.
This hybrid NAH is based on a modified HELS formulation
that expands the acoustic pressure in terms of both outgoing
and incoming spherical waves. Since hybrid NAH allows for
the measurement and regeneration of the acoustic pressure
over a conformal surface at close range to an arbitrary source
surface, the evanescent waves can be captured and the recon-
struction accuracy and efficiency be enhanced.

All NAH approaches developed thus far has focused on
an unbounded exterior region or an enclosed interior region.
In practice, most vibrating structures are mounted on a solid

foundation or close to reflecting surfaces with finite surface
acoustic impedance. For NAH to become an effective and
robust diagnostic tool, the effect of acoustic pressure reflec-
tion from nearby surfaces must be considered.

As a starting point, we consider the reconstruction of the
vibroacoustic field generated by a finite object above an in-
finite, rigid baffle so that the benchmark data can be gener-
ated numerically without too much difficulty. In particular,
we want to examine the efficiency and accuracy of recon-
struction given by hybrid NAH and modified HELS formu-
lations. In Secs. II–V we provide overviews of helmholtz
integral formulations for half-space, modified HELS, hybrid
NAH, and the regularization and parameter choice method.
In Sec. VI we depict a test setup and examples and discuss
the test results. Conclusions are drawn in Sec. VII.

II. BOUNDARY INTEGRAL FORMULATION FOR HALF-
SPACE

Consider acoustic radiation with time dependencee2 ivt

from a vibrating object in the domainV bounded by an
infinite baffle S0 at a constant frequency. The effect of this
baffle is accounted for by using the image source theory, and
the acoustic pressure anywhere inV is expressed as the sum
of contributions from the source and its image, which is con-
veniently expressed by using the half-space Green’s
function,21

GH~xuxS ;v!5
eikR

R
1b

eikR8

R8
, ~1!

whereR5ux2xSu is the distance between a field pointxPV
and a surface pointxSPS, R85ux2xS8u the distance between
x and its mirror imagexS8 of xS ~see Fig. 1!, k5v/c is the
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acoustic wave number withc being the speed of sound of the
fluid medium andv being the angular frequency. The acous-
tic pressure reflection coefficientb is equal to 1 if a baffle is
a rigid surface and21 if it is a pressure-release surface. For
a baffle with finite acoustic impedance, there is no closed-
form solution for the half-space Green’s function and Eq.~1!
is a good approximation only whenx is at least one-half
wavelength away from the baffle.21

Substituting the half-space Green’s function~1! in the
Helmholtz integral formulation yields an integral formula-
tion for the field acoustic pressure,22

C0~x!p~x;v!5
1

4p E E
S

Fp~xS ;v!
]GH~xuxS ;v!

]nS

2 ivr0n~xS ;v!GH~xuxS ;v!GdS, ~2!

wherenS is the unit normal pointing intoV, C0(x) is unit for
xPV, zero for xPV0 , and one-half forxSPS, provided
there is a unique tangent toSatxS . A general formulation for
C0(x), including the case in whichxS may be located at an
edge or corner ofS, is23

C0~x!511
1

4p E E
S

]

]nS
S 1

RDdS. ~3!

Note that the singularity of the integrand in Eq.~3! can
be circumvented by using the Cauchy principal value, and
the evaluation of the integrals in Eq.~2! is no more complex
than it is for a free-space case. Although there is a slight
increase in the computer time needed to evaluate integrals in
Eq. ~2!, this increase is more than offset by the computer
time saved in not requiring evaluations of the integrals over
the entire baffle surface.

III. MODIFIED HELS

The HELS formulation14 can be modified to include
contributions from the incoming waves. This is especially
important in describing the acoustic pressure field radiated
from a finite object in a region bounded by some reflecting
surfaces:

p~x;v!5(
j 51

J

@Cj~v!C j
~1!~x;v!1D j~v!C j

~2!~x;v!#,

~4!

FIG. 1. Image method for acoustic radiation from a vibrating body in half-space.
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whereC j
(1)(x;v) andC j

(2)(x;v) are the particular solutions
to the Helmholtz equation and can be written under the
spherical coordinates as

C j
~1!~x;v![Cnl

~1!~r ,u,f;v!5hn
~1!~kr !Yn

l ~u,f!, ~5a!

C j
~2!~x;v![Cnl

~2!~r ,u,f;v!5hn
~2!~kr !Yn

l ~u,f!, ~5b!

wherehn
(1)(kr) and hn

(2)(kr) represent the spherical Hankel
functions of ordern of the first and second kinds, respec-
tively, andYn

l (u,f) are the spherical harmonics. The indices
j, n, andl in Eq. ~5! are related throughj 5n21n1 l 11 with
n starting from 0 toN and l varying from2n to 1n. Thus,
for eachn and l we have j 51 to J, where J implies the
maximum number of expansion termsJ5(N11)2.

Physically, the terms on the right side of Eq.~4! repre-
sent the outgoing and incoming spherical waves, respec-

tively. The expansion solution given by~4! is complete and
uniformly convergent whenj→`.24 However, such a series
expansion cannot be realized in practice. So we utilize a
finite expansion~4! to approximate the acoustic pressure in
V, including the source surfaceS and reflecting boundary
surfaceS0 . For convenience sake, let us rewrite Eq.~4! in a
matrix form to describe the acoustic pressure on a source
surface,

p~xS ;v!5C~xS ;v!Ĉ~v!, ~6!

wherep(xS ;v) represents a column vector containing acous-
tic pressure on a source surface,C(xS ;v) and Ĉ~v! imply
the matrix and column vector, respectively, that are defined
by

C~xS ;v!5F C1
~1!~x1 ;v! C1

~2!~x1 ;v! C2
~1!~x1 ;v! C2

~2!~x1 ;v! ¯ CJ
~1!~x1 ;v! CJ

~2!~x1 ;v!

C1
~1!~x2 ;v! C1

~2!~x2 ;v! C2
~1!~x2 ;v! C2

~2!~x2 ;v! ¯ CJ
~1!~x2 ;v! CJ

~2!~x2 ;v!

] ] ] ] � ] ]

C1
~1!~xz ;v! C1

~2!~xz ;v! C2
~1!~xz ;v! C2

~2!~xz ;v! ¯ CJ
~1!~xz ;v! CJ

~2!~xz ;v!

G ~7a!

Ĉ~v!5$C1 ,D1 ,C2 ,D2 ,...,CJ ,DJ%
T, ~7b!

where a subscriptz implies the total number of reconstruc-
tion points and a superscriptT represents a transposition.

Next, we match the assumed-form solution~4! to the
acoustic pressure measured on a hypothetical conformal sur-
faceG that encloses the source at close range,

C~xG;v!Ĉ~v!5p~xG;v!, ~8!

where xG5$xm
G %TPG, m51 to M0 . Note that, in general,

M0.2J; thus Eq.~8! becomes an overdetermined system of
equations.

To derive a general formulation for projecting acoustic
pressure back toward a source surfaceS, we first solve Eq.
~6! for the expansion coefficientsĈ~v!

Ĉ~v!5C~xS ;v!†p~xS ;v!, ~9!

whereC(xS ;v)†5„C(xS ;v)HC(xS ;v)…21C(xS ;v)H is a
pseudo-inversion ofC(xS ;v); here a superscriptH indicates
a conjugate transpose. Substituting Eq.~9! into ~8! then
yields

Gp~xGuxS ;v!p~xS ;v!5p~xG;v!, ~10!

where Gp(xGuxS ;v)5C(xG;v)C(xS ;v)† is the transfer
matrix that correlatesp(xG;v) on G to p(xS ;v) on S. The
solution to Eq.~10! can be written as

p~xS ;v!5Gp~xGuxS ;v!†p~xG;v!. ~11!

Similarly, we derive a formulation correlating the nor-
mal surface velocityn(xS ;v) to the measured acoustic pres-
sure onG. To this end, we apply the Euler’s equation to Eq.
~6! on a source surfaceS,

v~xS ;v!5F~xS ;v!Ĉ~v!, ~12!

where F(xS ;v)5(1/ivr0)]C(xS ;v)/]nS . Taking a
pseudo-inversion in~12!, we obtain

Ĉ~v!5F~xS ;v!†v~xS ;v!, ~13!

where F(xS ;v)†5„F(xS ;v)HF(xS ;v)…21F(xS ;v)H.
Substituting Eq.~13! into ~8! leads to

Gn~xGuxS ;v!v~xS ;v!5p~xG;v!, ~14!

where Gn(xGuxS ;v)5C(xG;v)F(xS ;v)† is the transfer
matrix for reconstructing the normal surface velocity based
on the acoustic pressure measured onG. The solution for the
normal surface velocityv(xS ;v) can then be written as

v~xS ;v!5Gn~xGuxS ;v!†p~xG;v!. ~15!

IV. HYBRID NAH

The Helmholtz integral formulations are suitable for re-
constructing acoustic radiation from an arbitrary structure.
Since these integral formulations are implemented via BEM,
this approach is known as inverse BEM or IBEM. One major
disadvantage of IBEM is that the number of discrete nodes
required for describing the vibroacoustic quantities on an
arbitrary source surface may be large, which necessitates tak-
ing a large number of acoustic pressure measurements and
making a reconstruction process time consuming and costly.
On the other hand, the modified HELS formulations can
handle arbitrary geometry with relatively fewer measure-
ments than does IBEM, but the reconstruction accuracy may
be low, owing to a slow convergence of an expansion solu-
tion.
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Hybrid NAH combines the advantages of IBEM and
modified HELS by replacing the majority of the input data
required by IBEM with those regenerated by modified
HELS, thus greatly reducing the reconstruction time yet
without sacrificing too much its accuracy. This feature of
hybrid NAH is illustrated in Ref. 20 for reconstructing vi-
broacoustic quantities in a free field. Here we extend hybrid
NAH to the reconstruction of vibroacoustic quantities in
half-space. The procedures of hybrid NAH are as follows.
First, we take measurements of acoustic pressurep(xG;v) on
a conformal surface around a source and use half of the
measured data to solve Eq.~8! for the coefficientsĈj (v),
j 51 to 2J (2J,M05M /2). Next, we optimize the number
of expansion terms by minimizing the residue of recon-
structed acoustic pressures with respect to the measured data.
This process can be expressed mathematically as

min
Ĉ1 ,Ĉ2 ,...,ĈJ

ipJ~xG;v!2p~xG;v!i2 , xG5$xm
G %TPG,

xm
G PG, m51 to M /2, ~16a!

min
J

ipJ~xG;v!2p~xG;v!i2 , xG5$xm
G %TPG,

xm
G PG, m51 to M . ~16b!

Note that if measurements are taken over two conformal
surfaces separated by a small distance, one can use Eq.~16a!
to solve the expansion coefficients with respect to the outer
layer and Eq.~16b! to determine the value ofJop with respect
to all the measured data. The value ofJop is optimized with
respect to a particular set of measurements and may change
with the frequency. Once the optimal expansion functions are
specified, we can regenerate as much acoustic pressure onG
as necessary. The errors in the regenerated data are of the
same order as those of measured ones since the acoustic
pressure is regenerated on a measurement surface and the
residue is minimized by Eq.~16!. Consequently, there is no
need to take more measurements than necessary.

Suppose that we employ BEM to implement the Helm-
holtz integral formulation~2! and discretize the surface of a
vibrating object into elements with a total ofN0 nodes. Then
we can correlate the surface acoustic pressure and normal
surface velocity on theseN0 nodes to the measured acoustic
pressure through the following matrix equations:20

Tp~xi
GuxS ;v!p~xS ;v!5p~xi

G ;v!, ~17a!

FIG. 2. Schematic of acoustic pressure measurements over a vibrating sphere in half-space.
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Tn~xi
GuxS ;v!v~xS ;v!5p~xi

G ;v!, ~17b!

where xi
G5$xi

G%PG, i 51 to N0 , Tp(xi
GuxS ;v) and

Tn(xi
GuxS ;v) are given, respectively, by

Tp~xi
GuxS ;v!5~4p!21$D~xi

GuxS ;v!

1M ~xi
GuxS ;v!M ~xS8uxS ;v!21@2pI

2D~xS8uxS ;v!#%, ~18a!

Tn~xi
GuxS ;v!52~4p!21$D~xi

GuxS ;v!@2pI

2D~xS8uxS ;v!#21M ~xS8uxS ;v!

1M ~xi
GuxS ;v!%, ~18b!

whereM (xi
GuxS ;v) and D(xi

GuxS ;v) indicate the effects of
monopoles and dipoles on a field point, respectively;
whereasM (xS8uxS ;v) and D(xS8uxS ;v) implies the effects
of monopoles and dipoles on a surface point, respectively.

In general, the number of discrete nodesN0 needed to
describe the vibroacoustic quantities on an arbitrarily shaped
source surface can be very large. Accordingly, the amount of
measurements required may be large, which makes the re-
construction process very time consuming and complex. The
advantage of hybrid NAH is that we only need to take a
finite number of measurements, say,M (M!N0), and then
use Eq.~16! to determine an optimal set of the expansion
functions and to regenerate allN0 input data. Reference 20
demonstrates an example in which the acoustic pressures re-

constructed on an arbitrarily shaped engine by using IBEM
are compared with those reconstructed by using hybrid
NAH. Results illustrate that both methods produced the same
level of accuracy in reconstruction, but hybrid NAH needed
half as much as the input data required by IBEM. When the
same~reduced! input data were used in IBEM, the recon-
structed acoustic pressures became greatly distorted.

Using hybrid NAH with a finite number of measure-
ments of acoustic pressures on the surfaceG, we can then
regenerate as much acoustic pressures as necessary:

p~xi
G ;v!5C~xi

G ;v!C~xG;v!†p~xG;v!, ~19!

where C(xG;v)†5„C(xG;v)HC(xG;v)…21C(xG;v)H, xG

5$xm
G %TPG, m51 to M /2, andxi

G5$xi
G%PG, i 51 to N0 .

Since M!N0 , the measurement complexities are signifi-
cantly reduced and the reconstruction efficiency is greatly
enhanced.

V. REGULARIZATION

Equation~17! is the discretized Fredholm integral equa-
tion of the first kind, which is mathematically ill posed when
source terms under the integral sign are sought, based on the
input given on the right side.25,26 Similarly, the matrix equa-
tions ~10! and~14! derived in the modified HELS for recon-
structing the vibroacoustic quantities on an arbitrary source
surface are ill conditioned. Therefore it is very difficult, if
possible at all, to solve these equations by taking a pseudo-

FIG. 3. A comparison of the reconstructed acoustic pressure distributions on the surface of a dilating sphere atka51. ~a! d51.5a; ~b! d52a; ~c! d53a; ~d!
d550a.
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inversion to get a satisfactory reconstruction. To overcome
this difficulty, we must regularize the transfer matricesGp ,
Gn , Tp , andTn . In this study we choose to use a modified
Tikhonov regularization~TR!27,28 implemented by SVD to-
gether with a parameter choice method of GCV.29

Ja~q!5iHq2pi2
21aiLq i2

2, ~20!

whereq is the vector that stands for the source field to be
reconstructed, for example, surface acoustic pressure or nor-
mal surface velocity, which depends on the regularization
parametera, p is the vector representing the measured
acoustic pressures,H is a~Hermitian! transfer matrix relating
p to q, andL is the weighting function matrix used to sup-
press evanescent waves in reconstruction. IfL is an identify
matrix, all singular values will be weighted equally. In most
cases, however, only small singular values that represent
evanescent waves will cause distortion in reconstruction. So
the matrix L needs to be selected properly to achieve an
optimal result.30 Accordingly, we can writeq,

q5VFaS21UHp, ~21!

whereU andV are the unitary matrices that contain the left
and right singular vectors of the transfer matrixH, respec-
tively, S is the diagonal matrix that contains the singular
values ofH, andFa is the diagonal matrix that acts as the
low-pass filter in the modified TR devised to eliminate the
high wave numbers:

Fa5diagS ...,
s j

2~a1s j
2!2

a31s j
2~a1s j

2!2
,...D , ~22!

wheres j is the jth singular value of transfer matrixH, and
the regularization parametera is determined by GCV
through a minimization process,

min
a

S iFh
aUHpi2

2

@Tr~Fh
a!#2D , ~23!

where Fh
a implies a high-pass filter for the modified TR,

given by

Fh
a[I2Fa5diagS ...,

a3

a31s j
2~a1s j

2!2
,...D , ~24!

whereI represents an identify matrix.
There are two points that need to be cleared in carrying

out regularization. The first is that in modified HELS formu-
lations ~10! and ~14!, the number of measurementsM is not
always equal to that of reconstruction pointsz. In many
cases, it is a good idea to take more measurements than
reconstruction points, i.e.,M.z. This is true especially
when we want to focus on some ‘‘hot spots’’ to acquire a
detailed visualization of the vibroacoustic field on a source
surface, which is a unique feature of HELS. Under this con-
dition, one can simply fill the null space of the high-pass
filter by unity,

FIG. 4. A comparison of the reconstructed acoustic pressure distributions on the surface of an oscillating sphere atka51. ~a! d51.5a; ~b! d52a; ~c! d
53a; ~d! d550a.
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Fh
a5diag~Fh

a ,I !M3z , ~25!

where the dimensions of matricesFh
a and I are z3z and

(M2z)3(M2z), respectively.
Second, the transfer matricesGp andGn in ~10! and~14!

depend on the number of expansion termsJ, thus the regu-
larization process isJ dependent. Our test results show that a
cost-effective way of regularization is to first employ Eq.
~16! to find the valueJop and use this value throughout the
entire regularization process~21! to ~25!.

It is emphasized that one may use other regularization to
solve an inverse acoustic radiation problem. The present
choice is by no means the best for reconstructing the vibroa-
coustic field generated by a complex vibrating structure.
From a theoretical standpoint, it is better to try different
regularization schemes simultaneously and pick the best one
that gives minimum L-2 norm errors in reconstruction for
each frequency. However, this may prolong reconstruction.
Thus a compromise must be made in applications.

VI. NUMERICAL EXAMPLES

In this section we use modified HELS and hybrid NAH
to reconstruct vibroacoustic quantities on the surfaces of vi-
brating objects in half-space. In all cases, the normal surface
velocity is preselected and the surface and field acoustic
pressures are calculated numerically by using BEM codes. In
particular, in modified HELS we take the field acoustic pres-

sure as input data directly to Eqs.~10! and~14! to reconstruct
the surface acoustic quantities. While in hybrid NAH we take
field acoustic pressure as the input to the modified HELS
formulation ~16! to determine an optimal set of expansion
functions, and use~19! to regenerate as much acoustic pres-
sure as necessary on the same measurement surfaceG. The
regenerated acoustic pressure is subsequently taken as the
input data to IBEM formulation~17! to reconstruct the sur-
face acoustic quantities. Note that here no symmetry proper-
ties are utilized in numerical computation and the fluid den-
sity and speed of sound are set atr51.21 kg/m3 and c
5344 m/s, respectively.

The first case is a sphere of radiusa in half-space
bounded by an infinite and rigid baffle at thez50 plane. The
distance from the center of the sphere to the baffle isd and
the polar angle of an observer atx with respect to the
2z-axis direction isg ~see Fig. 2!. The benchmark surface
acoustic pressure, normal surface velocity, and the field
acoustic pressure on the measurement surfaces are generated
by the half-space integral formulation,21 with the source sur-
face being discretized into 1200 linear triangular elements
and 602 nodes.

The second case is concerned with a finite circular cyl-
inder with two spherical endcaps of radiusa and half-length
b in half space. The distance from the center of the cylinder
to the baffle isd. Once again, the benchmark values of
acoustic pressure and normal velocity on the cylindrical sur-

FIG. 5. A comparison of the reconstructed acoustic quantities on the surface of a sphere and a cylinder withb/a50.5 atka51 andd53a. ~a! Normal surface
velocity of a dilating sphere;~b! normal surface velocity of an oscillating sphere;~c! surface acoustic pressure of a dilating cylinder;~d! surface acoustic
pressure of an oscillating cylinder.
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face and the field acoustic pressure are generated by BEM
codes, with the cylindrical surface being discretized into 960
triangular elements with 482 nodes for a half-length to radius
ratio b/a50.5, and 1536 triangular elements with 770 nodes
for b/a52.

A. Vibrating spheres in half-space

In validating modified HELS for reconstructing acoustic
radiation in half-space, we take acoustic pressure measure-
ments over two conformal surfaces that are separated from
the source surface at distances of 2 and 5 mm, respectively.
Note that it is not necessary to always use two layers of
measurements since the modified HELS formulation has ac-
counted for the effects of outgoing and incoming spherical
waves. However, our numerical tests show that by taking
acoustic pressure measurements on two conformal surfaces
around a source in the presence of a reflecting surface, we
can get more satisfactory results than relying on one confor-
mal surface in the modified HELS. On the other hand, we
only take acoustic pressure measurements on a single con-
formal surface with 5 mm clearance from the source surface
in using hybrid NAH in half-space. In all cases, we use half
the measured data to determine the expansion coefficients
and the rest to specify an optimal number of expansion func-
tions. For brevity, however, we only display reconstruction
results atka51 in each case.

The first example is the reconstruction of acoustic radia-

tion from a dilating sphere of radiusa50.1 m with the am-
plitude of normal surface velocityV050.01 m/s. In using
modified HELS, we take 31 measurements each along the
generator of two conformal surfaces, so total measurements
areM562. ~Note that the discrete nodes on the source sur-
face areN05602.) These input data are used to reconstruct
acoustic pressure and normal velocity on the source surface.
This process is repeated for the source at different vertical
distancesd. Results show that the optimal numbers of the
expansion functions determined by Eq.~16a! areJop57 for
reconstructing the surface acoustic pressure and normal sur-
face velocity atd51.5a, d52a, andd53a; andJop52 for
d550a. Note thatJop implies the number of pairs of the
outgoing and incoming waves in the expansion functions.

On the other hand, in using a hybrid NAH method we
take M5151 measurements and use Eq.~19! to regenerate
602 input data on the same measurement surface, which are
taken as the input to Eq.~21! to reconstruct the acoustic
pressure and normal velocity on the source surface. Again,
this process is repeated for the source at different vertical
distancesd. The optimal pairs of expansion functions pro-
vided by Eq.~16! areJop537 for d51.5a andd52a; and
Jop526 for d53a andd550a.

Next, we consider a sphere oscillating in thez-axis di-
rection with a velocity amplitudeVa50.01 m/s. We take the
same numbers of measurements and follow the same proce-

FIG. 6. Comparisons of dimensionless acoustic quantities on the surface of a cylinder withb/a52 at ka51 andd55a. ~a! Surface acoustic pressure for a
dilating cylinder;~b! surface acoustic pressure for an oscillating cylinder;~c! normal surface velocity for a dilating cylinder;~d! normal surface velocity for
an oscillating cylinder.
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dures as those described for a dilating sphere to reconstruct
the acoustic pressure and normal velocity on the source sur-
face using modified HELS and hybrid NAH, respectively.
Results show that the optimal pairs of expansion functions in
modified HELS areJop57 for reconstructing the surface
acoustic pressure and normal velocity atd51.5a, d52a,
andd53a; Jop54 for reconstructing surface acoustic pres-
sure andJop52 for reconstructing surface normal velocity at
d550a. In hybrid NAH, the optimal expansion functions are
Jop537 for d51.5a; Jop526 for d52a; and Jop527 for
d53a andd550a.

Figures 3 and 4 summarize comparisons of normalized
reconstructed surface acoustic pressures versus benchmark
values for a dilating sphere and an oscillating sphere, respec-
tively, at different vertical distancesd. In all cases satisfac-
tory agreements are obtained via modified HELS and hybrid
NAH formulations. Note that because of the presence of an
infinite rigid baffle, the acoustic pressure distributions on the
surfaces of dilating and oscillating spheres are different from
those of the same spheres in a free field@see Figs. 3~a!, 3~b!,
and 3~c! and Figs. 4~a!, 4~b!, and 4~c!#. For example, the
radiation pattern for a dilating sphere is no longer omnidi-
rectional as it is in a free field. This difference is caused by
interference between the direct wave and the waves reflected
from the baffle. However, this interference diminishes as the
sphere moves away from the baffle@see Figs. 3~d! and 4~d!#,

and the radiation patterns return to those of a sphere in a free
field.

Figures 5~a! and 5~b! illustrate the comparisons of the
normalized reconstructed surface normal velocity versus the
benchmark values for a dilating and an oscillating sphere,
respectively. Again, satisfactory reconstruction is obtained in
all cases at different distancesd. For brevity, we only present
the results ofd53a for both dilating and oscillating spheres
in this paper.

B. Vibrating cylinders in half-space

Here we consider cylinders with different half-length to
radius ratios that are either dilating with amplitude of the
normal surface velocityV050.01 m/s or oscillating along the
z-axis direction with amplitude of velocityVa50.01 m/s.

First, we consider cylinders with an aspect ratiob/a
50.5 with a50.1 m andd53a. In using modified HELS,
we take M594 measurements to reconstruct the acoustic
pressure and normal velocity on the source surface. The total
discrete nodes on the cylindrical surface are 482. Test results
show that the optimal pairs of expansion functions for recon-
structing the acoustic pressure and normal velocity on the
surface of a dilating cylinder areJop515 and 14, respec-
tively; and those for reconstructing surface acoustic pressure

FIG. 7. Comparisons of relative error norms of surface acoustic quantities versuska. ~a! Surface acoustic pressure for a dilating sphere atd53a; ~b! normal
surface velocity for a dilating sphere atd53a; ~c! surface acoustic pressure for a dilating cylinder withb/a52 andd55a; ~d! normal surface velocity of
a dilating cylinder withb/a52 andd55a.
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and normal velocity on the surface of an oscillating cylinder
areJop519 and 25, respectively.

Next, we takeM5121 measurements and use hybrid
NAH to reconstruct the surface acoustic quantities. The cor-
responding optimal pairs of expansion functions areJop

518 for the dilating cylinder andJop527 for the oscillating
cylinder.

Finally, we consider cylinders with an aspect ratiob/a
52 with a50.1 m andd55a, and follow the same proce-
dures as those described above. We takeM5121 measure-
ments for modified HELS andM5193 for hybrid NAH to
reconstruct the acoustic quantities at all 770 discrete nodes
on the surface. The optimal pairs of expansion functions are
Jop59 and 11 for the dilating cylinder; andJop510 and 17
for the oscillating cylinder in reconstructing surface acoustic
pressure and normal velocity in modified HELS. In hybrid
NAH, we foundJop517 and 26 for the dilating and oscillat-
ing cylinders, respectively.

Figures 5~c! and 5~d! summarize comparisons of the
normalized reconstructed surface acoustic pressures versus
benchmark values for dilating and oscillating cylinders with
an aspect ratiob/a50.5, respectively. Similar comparisons
of the normalized reconstructed surface acoustic pressures
with benchmark data for dilating and oscillating cylinders
with an aspect ratiob/a52 are shown in Figs. 6~a! and 6~b!,
respectively. Our study shows that the normal surface veloc-
ity is satisfactorily reconstructed for both dilating and oscil-
lating cylinders with different aspect ratiosb/a. For brevity,
only comparisons of the normalized reconstructed surface
normal velocity versus the benchmark value for dilating and
oscillating cylinders with an aspect ratiob/a52 are plotted
@see Figs. 6~c! and 6~d!#.

To examine the performance of using modified HELS
and hybrid NAH to reconstruct acoustic quantities in half-
space, we calculate the relative errorsiprec

2pbenchi2 /ipbenchi2 and ivrec2vbenchi2 /ivbenchi2 from ka
51 to 5 with sources located at different vertical distances,
whereprec and pbench indicate the reconstructed and bench-
mark surface acoustic pressures, respectively, andvrec and
vbenchrepresent the reconstructed and benchmark normal sur-
face velocities, respectively. Figure 7 summarizes the rela-
tive errors in reconstruction obtained via modified HELS and
hybrid NAH for a dilating sphere atd53a and those for a
dilating cylinder with an aspect ratiob/a52 at d55a from
the baffle, respectively. It is seen that both modified HELS
and hybrid NAH can yield satisfactory reconstruction. How-
ever, the errors in reconstructing the surface acoustic pres-
sure are smaller than those in reconstructing the normal sur-
face velocity in general. In particular, hybrid NAH can
produce more accurate reconstruction than does modified
HELS, but modified HELS requires fewer measurements
than does hybrid NAH.

VII. CONCLUSIONS

Both modified HELS and hybrid NAH can be used to
reconstruct acoustic quantities on the surface of a vibrating
object in half-space. In general, hybrid NAH can produce a
more accurate reconstruction than does modified HELS.
However, modified HELS requires fewer measurements than

does hybrid NAH. Hence, in practice, if a large amount of
measurements are needed to reconstruct vibroacoustic quan-
tities, modified HELS may be selected in order to make the
reconstruction process cost effective. On the other hand, if
the measurements are not excessive, hybrid NAH should be
used in order to produce an accurate reconstruction.
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Laboratoire de Mode´lisation en Mécanique, Universite´ Pierre et Marie Curie and CNRS (UMR 7607),
4 place Jussieu, 75252 Paris Cedex 05, France

Jean-Louis Thomas
Laboratoire des Milieux De´sordonne´s et Hétérogènes, Universite´ Pierre et Marie Curie
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The present study investigates the focusing of acoustical weak shock waves incoming on a cusped
caustic. The theoretical model is based on the Khokhlov–Zabolotskaya equation and its specific
boundary conditions. Based on the so-called Guiraud’s similitude law for a step shock, a new
explanation about the wavefront unfolding due to nonlinear self-refraction is proposed. This effect
is shown to be associated not only to nonlinearities, as expected by previous authors, but also to the
nonlocal geometry of the wavefront. Numerical simulations confirm the sensitivity of the process to
wavefront geometry. Theoretical modeling and numerical simulations are substantiated by an
original experiment. This one is carried out in two steps. First, the canonical Pearcey function is
synthesized in linear regime by the inverse filter technique. In the second step, the same wavefront
is emitted but with a high amplitude to generate shock waves during the propagation. The
experimental results are compared with remarkable agreement to the numerical ones. Finally,
applications to sonic boom are briefly discussed. ©2005 Acoustical Society of America.
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I. INTRODUCTION

The focusing of finite amplitude waves on a cusped
caustic is a physical phenomenon which may occur in differ-
ent circumstances: sonic boom focusing produced either by
the aircraft’s manoeuvres or by the atmospheric turbulence
or wavefront distortion encountered in medical imaging or
nondestructive evaluation through heterogeneous medium.
For all cases, it is important to better understand and control
this phenomenon in order to either avoid it~sonic boom! or
take benefits from it~imaging or nondestructive evaluation!.

A caustic is an envelope of rays. It corresponds to a
surface of amplification of the wavefield. There exist differ-
ent kinds of caustics: fold, cusp, swallow-tail, and so on. All
of these are described and classified by the theory of catas-
trophes~Thom, 1972!. An important result of this theory is
that for a wavefield, caustics can be interpreted as structur-
ally stable focuses~Berry, 1976!. In this framework, the per-
fect point focus is unstable and is likely to degenerate into a
stable caustic such as a cusped caustic. Moreover, the theory
of catastrophes also provides the generic form for the high
frequency limit of the pressure field around the caustics in
the linear regime, where diffraction cannot be neglected and
is the main physical mechanism. This is the reason why this
theory is also called the diffraction theory of catastrophes
~Berry, 1976!. For a cusped caustic this analytical solution is
the Pearcey function~Pearcey, 1946!. The reader is referred
to Marston~1992! for a review of acoustical caustics in lin-
ear regime~with smooth waves!.

If the incoming waves are shock waves, the Pearcey

function is not valid because it predicts peaks of infinite
amplitude on the cusped caustic~Coulouvrat, 2000!. Note
that this problem presents many analogies with the problem
of the fold caustic for which the analytical solution—the
Airy function—also leads to an infinite amplitude if the in-
coming waves present shocks~Guiraud, 1965!. This is obvi-
ously physically meaningless, and experimental investiga-
tions performed during flight tests~Wanner et al., 1972;
Downing et al., 1998! or laboratory experiments~Davy and
Blackstock, 1971; Sanaiet al., 1976; Sturtevant and
Kulkarny, 1976!, despite an important amplification of am-
plitude and a change in the temporal waveform associated to
diffraction, clearly show a limitation of the amplitude.
Guiraud~1965! was the first to propose nonlinearities as the
additional limiting mechanism for the case of fold caustics.
He derived the so-called nonlinear Tricomi equation satisfied
by the pressure field around the caustic. An approximate nu-
merical solution was designed by Gill and Seebass~1973!
based on the hodograph transform, and recently a fully nu-
merical solution has been developed~Marchiano et al.,
2003a!. Estimations by Plotkin and Cantril~1976! and later
by Downinget al. ~1998! showed the Gill and Seebass solu-
tion matched reasonably well with flight tests, while Mar-
chianoet al. ~2003b! demonstrated nice agreement with nu-
merical solutions of Guiraud’s model by means of a carefully
scaled experiment in water tank.

For cusped caustics, in order to estimate the amplitude
of the pressure at the tip of a cusped caustic, Pierce~1971!
derived a similarity rule stipulating that the amplitude varies
as the power23 of the incoming shock wave. But that result is
valid for an incoming step function only. Using the
asymptotic method of matched expansions, Cramer and See-a!Electronic mail: marchi@lmm.jussieu.fr
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bass~1978! showed that around the cusped caustic, the pres-
sure is governed by the Khokhlov–Zabolotskaya equation
~Zabolotskaya and Khokhlov, 1969!. That first model, valid
for a 2D homogeneous medium, has been extended to the 3D
case~Cramer, 1981a! and to the case of an axisymetric areˆte
~Cramer, 1981b!. In accordance with Guiraud’s assumptions
on the fold caustic~Guiraud, 1965! and with the theory of
catastrophes, Coulouvrat~2000! showed that it is possible to
derive the KZ equation considering a boundary layer around
the cusp where the main physical mechanisms are diffraction
and local nonlinear effects. Moreover, he derived the full
associated boundary conditions which make it possible to
solve the problem numerically for any incoming waveform.

In this paper, after a brief recall of the modeling associ-
ated with a cusped caustic~Sec. II!, a detailed discussion
about the Guiraud similitude laws for a cusped caustic, de-
rived by Coulouvrat~2000!, is presented~Sec. III!. In par-
ticular, the wavefront unfolding observed by Piacsek~2002!
is examined with both theoretical and numerical approaches,
and a new mechanism for explaining it is proposed. How-
ever, numerical tests are not sufficient by themselves to con-
clude about the validity of the assumptions of the theoretical
modeling, and an experimental confirmation is required, as
presented in Sec. IV using ultrasonic shock waves in a water
tank ~Sec. IV!. To our knowledge, this is the first time that
theory and experiments have been compared quantitatively.
This approach allows us to confirm definitively the assump-
tions of the theory and to validate the computer code.

II. THEORETICAL BACKGROUND: THE KZ EQUATION

In a two-dimensional, homogeneous and inviscid fluid
of sound speedc0 , we consider the propagation of a concave
wavefront having at pointO ~chosen as the origin! a mini-
mum of radius of curvature, notedR0 . In the present section,
it is assumed the wavefront is part of a continuous wave with
angular frequencyv and wave numberk05v/c0 . The case
of a shock front will be discussed in next section. Thex axis
is chosen tangent to, and thez axis normal to, the wavefront
at the origin~Fig. 1!. During the propagation, that wavefront
generates a cusped caustic at the distanceR0 from the origin.
The wavefront having a minimum of the radius of curvature,
the tip of the caustic is oriented towards the origin. The
cusped caustic splits the space into two distinct zones~Fig.
1!: one, labeled zone I, where only one ray passes through
each point~area located outside the branches of the caustic!,
and one, labeled zone II, where three rays pass through each
point ~area located within the branches of the caustic!.

Introducing the geometrical parametera5 9
8R0

2R0
i ,

whereR0
i is the second derivative with respect tox at the

origin O, Coulouvrat~2000! defines the characteristic dif-
fraction length-scale in thez direction:

Lz5S 4a

27k0
D 1/2

, ~1!

and the characteristic diffraction length-scale in thex direc-
tion:

Lx5S a

27k0
3D 1/4

. ~2!

The diffraction length-scales are used to define the spatial
dimensionless variables characterizing the problem in the
longitudinal direction,

z̄5~z2R0!/Lz , ~3!

and in the transverse direction,

x̄5x/Lx . ~4!

The dimensionless retarded time is also introduced to de-
scribe propagation in the main direction,t being the physical
time:

t̄ 5v~ t2z/c0!. ~5!

Lastly, the dimensionless pressure is introduced:

p̄5
p

p0
, ~6!

wherep is the acoustical pressure andp0 is chosen as the
amplitude of the incoming pressure field before focus at one
characteristic distanceLz ~the amplitude atz̄521).

Cramer and Seebass~1978! and Coulouvrat~2000! show
that, in the neighborhood of the cusp, the pressure is solution
of the Khokhlov–Zabolotskaya equation~KZ equation!:

]2p̄

] z̄] t̄
5

]2p̄

] x̄2
1m

]2p̄2

] t̄ 2
, ~7!

wherem is a parameter measuring the amplitude of the non-
linear effects in comparison with diffraction ones:

m5bM S k0a

27 D 1/2

5b
p0

r0c0
2 S k0a

27 D 1/2

, ~8!

with b511B/2A ~whereB/2A is the nonlinearity parameter
of the medium! andM5 p0 /r0c0

2 the acoustical Mach num-
ber ~wherer0 is the density of the medium at rest!.

FIG. 1. Geometry of the caustic. Note that, in order to emphasize the caustic
geometry, the scales of the transverse and propagation directions are not the
same.
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The boundary conditions associated with the problem
are determined by an asymptotic matching with the geo-
metrical acoustics away from the cusp~Coulouvrat, 2000!:

p̄~ x̄,z̄, t̄ ! ——→
Ax̄21 z̄2→`

1

Au6ā22 z̄u
F~ t̄ 1ā x̄1ā2z̄2ā4!, ~9!

whereā( x̄,z̄) is the only real root ofx̄12ā z̄24ā350 and
F is the dimensionless incoming signal waveform. The phase
function t̄ 1ā x̄1ā2z̄2ā4 describes the curvature of the
wavefront as it approaches the caustic, while the coefficient
1/Au6ā22 z̄u measures the subsequent geometrical amplifica-
tion. This expression is valid only in zone I~Fig. 1!, where
only one ray@one rootā( x̄,z̄)] passes through each point,
and sufficiently far from the caustics so that local diffraction
effects can be neglected~geometrical approximation!.

The boundary condition Eq.~9! completes the formula-
tion of the problem and makes it numerically tractable. For
the linear case (m50), Coulouvrat~2000! shows that the
solution of Eqs.~7! and~9! can be expressed in terms of the
Pearcey function~1946!, in agreement with the diffraction
catastrophe theory~Berry, 1976; Marston, 1992!. For the
nonlinear case, a new algorithm solving the KZ equation is
presented in Appendix A.

III. GUIRAUD’S SIMILITUDE FOR A STEP SHOCK

We briefly recall here the similitude law obtained by
Cramer and Seebass~1978! and Coulouvrat~2000! general-
izing to a cusped caustic the Guiraud’s similitude~1965! for
a fold caustic. Introducing the new scalingp̄5m21/3p̃, t̄

5m4/3t̃ , x̄5m x̃, z̄5m2/3z̃ and ā5m1/3ã, the KZ equation
becomes

]2p̃

] z̃] t̃
5

]2p̃

] x̃2
1

]2

] t̃ 2
~ p̃2!, ~10!

and the associated boundary condition

p̃~ x̃,z̃, t̃ !'
1

Auz̃26ã2u
F@m~ t̃ 1ã x̃1ã2z̃2ã4!# ~11!

with ã the only real root of the polynomialx̃12ã z̃24ã3

50.
With the new scaling, the KZ equation@Eq. ~10!# no

longer involves the nonlinear parameterm which now ap-
pears in the boundary conditions@Eq. ~11!#. Thus, for an
incoming step shock which is invariant by temporal dilata-
tion @F( t̄ )50 if t̄ ,0 andF( t̄ )51 if t̄ .0], the whole prob-
lem @Eqs.~10! and ~11!# is independent of the nonlinear pa-
rameter: this is a self-similar solution~with respect to the
nonlinear parameter!, known as Guiraud’s similitude. Ex-
pressing the similitude variables ‘‘;’’ in physical terms, one
finds

p̃5pF b

r0c0
2p0

2 S k0a

27 D 1/2G1/3

.

However, the amplitudep0 is defined as the incoming pres-
sure amplitude at one boundary layer thickness away from
the cusp. But for a step shock, there is no main frequency,

therefore the choice of this thickness is arbitrary. Taking into
account the convergence of the pressure field according to
the boundary condition Eq.~9!, it is therefore suitable to
write p05Pre f(a/Lz)

1/2, wherePre f is a reference pressure
level now independent of the frequency (a being now the
only physical length of the problem!. This finally yields

p̃5pF 2b

27r0c0
2Pre f

2 G1/3

~12!

and results for other variables can be deduced similarly:

t̃ 5
6

21/3S r0c0
2

bPre f
D 3/4c0

a
~ t2z/c0!,

x̃5541/2S r0c0
2

bPre f
D x

a
, z̃5

9

41/3S r0c0
2

bPre f
D 2/3 z

a
,

~13!

ã521/6)S r0c0
2

bPre f
D 1/3 a

R0
.

Relations~12! and ~13! are all independent of frequency,
indicating that Guiraud’s scaling is the correct one for an
incoming signal with no characteristic frequency. As a coun-
terpart, the scaling is nonlinear. Especially, Eq.~12! shows
that the focused pressure varies as power2

3 of the incoming
amplitude, in agreement with Pierce’s~1971! dimensional
analysis later confirmed by Cramer and Seebass~1978!. The
characteristic space variables increase as power2

3 of the am-
plitude along the axis, and power 1 transversely, while char-
acteristic time increases as power3

4.
Guiraud’s similitude is the key point in solving the issue

of weak shocks focusing. Whitham~1956! conjectured that
the nonlinear self-refraction prevents wavefront folding as
the central part of the shock front tends to become plane.
That is the mechanism of ‘‘wavefront unfolding.’’ This view
point, also supported by Marston~1988!, has been numeri-
cally investigated by Prasad and Sangeeta~1999! using a
weak nonlinear ray theory but for Mach numbers~from 1.05
to 1.2! significantly larger than acoustical ones. This seems
contradictory to Guiraud’s similitude, whichdemonstrates
~provided the basic assumptions sustaining the KZ equation
are valid, as will be demonstrated in Sec. IV! that the solu-
tion is independent of the amplitude after correct rescaling,
at least in the weak shock approximation of the KZ equation.
Experiments by Sturtevant and Kulkarny~1976, Figure 17!
confirm that for weak shock waves~Mach 1.005 and 1.03!,
the geometrical shape of the wavefront remains such that
there is no self-refraction, though for stronger shocks beyond
the acoustical limit~Mach 1.1 and 1.5! this is no longer
valid. On the contrary, using numerical simulations of the
NPE equation, Piacsek~2002! observes wavefront unfolding
even in the acoustical limit. But for the ‘‘ideal’’ wavefront
Eq. ~9! leading to a ‘‘perfect’’ cusped caustic, Guiraud’s si-
militude demonstrates that this should not happen.

To elucidate this issue, we have performed numerical
simulations of the two cases: first for the ‘‘ideal’’ wavefront
Eq. ~9! exactly associated to Pearcey solution in the linear
regime, and for the wavefront proposed by Piacsek@his equa-
tion ~5!#. This last wavefront involves two parameters. These
ones have been chosen so that both wavefronts have the
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same valuesR0 and R0
i at their center. So, locally, the two

wavefronts have the same geometry. Therefore, according to
catastrophe theory, in the high frequency limit and in the
linear regime, the two are locally equivalent around the cusp
of the caustic. However, far from the center, the ‘‘ideal’’ one,
Eq. ~9!, is still converging with a shape perfectly suited to a
cusped caustic, while Piacesk’one gets flat, and is therefore
not focusing any more.

The numerical simulations are performed for a step
shock using a new code solving the KZ equation in the tem-
poral domain~see the Appendix for further technical details
and code validation!. Piacsek’ wavefront is used in the initial
planez50. Laterally, the solution is matched to an analytical
solution of the inviscid Burgers’ equation~nonlinear plane
wave!. Results of the simulations are shown in linear regime
(m50 in the KZ equation! on Fig. 2. The two wavefronts
clearly focus atz̄50 with the same amplitude. Beyond this
point, they exhibit the characteristic swallow tail form atz̄
52. Note, however, that the focusing effects are much more
localized for Piascek’s wavefront, as far from the axis it is
not focusing any more. In nonlinear regime (m51, Fig. 3!,
the results are quite different. The ‘‘ideal’’ wavefront Eq.~9!
always leads to form a cusped caustic but now the focus is
strongly shifted, around pointz̄52 ~very similar to the curve
for z̄50 in linear regime!. On the contrary, the Piascek’s
wavefront is flattened, an effect already described by Piacsek
~2002!. Note that nonlinear effects are visible for both cases:
the time when the step shock~in x̄50) occurs is no longer
zero but shifted to an earlier time for higher amplitude.

As soon as the wavefront deviates from the ‘‘ideal’’
wavefront Eq.~9!, there is some critical amplitude beyond
which the current shape of the wavefront~which has all
chances to deviate at some distance from the ideal one! plays
a role. Indeed, as the pressure amplitude increases, Guiraud’s
self-similar solution requires rays from a larger region of the
wavefront@Eq. ~13! for a, increasing as power13 of the am-

plitude#. So, if the transverse size of the wavefront where it
is close to the ideal one is not large enough, the cusped
caustic cannot be actually synthesized in nonlinear regime.
This is equivalent to the linear catastrophe theory~leading to
the Pearcey function!, which is a local, high frequency ap-
proximation. When wavelength increases, this approximation
degrades or conversely the size of the wavefront should be
increased. Here, the phenomenon is analogous, but the wave-
length increase is associated with the nonlinear increase of
the characteristic length scales of Guiraud’s similitude with
the amplitude. Consequently, beyond some amplitude, any
real wavefront will deviate from the Guiraud’s similitude,
which will appear as a wave front unfolding. So the conclu-
sion is that there is indeed wave front unfolding, but it is not
intrinsically a nonlinear phenomenon~at least for acoustic
shock waves!. It is a more complex process, where the self-
similar solution of Guiraud becomes invalid with increasing
amplitudes because the characteristic lengths increase with
amplitude, so that the actual shape of the wavefront~and not
only its local asymptotic shape! gets more and more impor-
tant.

IV. EXPERIMENTAL SYNTHESIS OF A CUSPED
CAUSTIC

In order to verify the assumptions of the theory, an ex-
perimental study has been performed. The experiments are
made in a water tank with ultrasonic waves~central fre-
quency: 1 MHz! emitted by an array of 256 rectangular pi-
ezoelectric transducers~Imasonic, France!. The transducers
are displayed on a rectangular aperture~32 rows, 8 lines!.
Each of them is driven individually by programmable broad-
band linear amplifiers~Lecoeur Electronique, France!. Those
amplifiers allow us to specify the shape, phase and amplitude
of the signal emitted by a transducer. Each transducer can
emit a plane wave up to 53105 Pa amplitude. A broadband
calibrated membrane hydrophone~1 to 40 MHz! associated

FIG. 2. Numerically simulated dimensionless pressure fieldsp̄ at z̄50 and
z̄52 in linear regime (m50) as a function of time~horizontal! and trans-
verse space variablex̄ ~vertical! for a step shock. Vertical bar indicates
correspondance between gray and dimensionless pressure levels. Compari-
son between Piacsek’s ‘‘real’’ wavefront~left column! and ‘‘ideal’’ wave-
front Eq. ~9! ~right column!.

FIG. 3. Numerically simulated dimensionless pressure fieldsp̄ at z̄50 and
z̄52 in nonlinear regime (m51) as a function of time~horizontal! and
transverse space variablex̄ ~vertical! for a step shock. Vertical bar indicates
correspondance between gray and dimensionless pressure levels. Compari-
son between Piacsek’s ‘‘real’’ wavefront~left column! and ‘‘ideal’’ wave-
front Eq. ~9! ~right column!.
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with a digital oscilloscope measures the acoustic field. The
small active diameter of the hydrophone~0.2 mm!, ensures a
good resolution to scan the acoustic field. The hydrophone
can be moved along the three directions of space inside the
water tank by programmable step-by-step motors~Fig. 4!.
The whole experimental setup is automated.

The experimental synthesis of a cusped caustic in linear
and nonlinear regimes presented here is achieved in two
stages. First of all, the signals to be emitted by the array in
order to synthesize a cusped caustic in linear regime are de-
termined. That stage is achieved by the inverse filter tech-
nique ~Tanteret al., 2000!. Once the signals producing the
cusped caustic are known, the second stage consists in emit-
ting them with a high amplitude to produce nonlinearity. This
methodology has been employed successfully to synthesize
fold caustics in the nonlinear regime~Marchiano et al.,
2003b!.

The geometrical parameters of the cusp are chosen as
follows: R05300 mm andR0

i
563/R0 . With the choice of

the propagation medium~water,c0'1500 m/s) and the fre-
quency of the waves (f 051 MHz), the choice of the values
of R0 and R0

i fixes the geometry of the problem, and in
particular the diffraction length-scales:Lz527.4 mm in the
propagation direction andLx51.8 mm in the transverse di-
rection. This choice results from the compromise between
the size of the focal length and the distance between the
array of transducers and the tip of the caustic. The latter
distance must be large enough to ensure the presence of
shock waves. The shock formation distance for a plane wave
emitted by the array of transducers is about 300 mm. Never-
theless, this distance is shorter in the case of a focused wave
such as the emitted wave. So, the chosen distance~300 mm!
is sufficiently far from the array to ensure the presence of
shock wave. Figure 5 shows the acoustical rays launched by
an unlimited@Fig. 5~a!# and a limited@Fig. 5~b!# wavefront
producing the cusped caustic with the geometrical param-
etersR0 andR0

i defined above. The size of the limited wave-
front corresponds to the aperture of the array of transducers
used for the experiments~191 mm!. On both figures, the
cusped caustic appears clearly, especially the tip of the cusp
located 300 mm away from the wavefront~the array!. As

mentioned in Sec. I, for an unlimited wavefront, the cusped
caustic splits the planeOxz into two zones: a zone with one
ray and a zone with three rays. For a limited aperture, the
situation is different. Three zones can be distinguished: a
zone with no ray, a zone with one ray, and a zone with three
rays. Nevertheless, near the tip of the cusp, the field is iden-
tical to the modeled phenomenon. That zone corresponds to
the area where the theory described in Sec. 1 is valid and
where we can make comparison between theory and experi-
ment.

To synthesize the cusped caustic in linear regime, the
inverse filter technique is used. The first stage of this tech-
nique consists in measuring the propagation operator be-
tween the array of transducers and a set of control points,
where the target field must be synthesized. The linear solu-
tion to the problem is the Pearcey function. So the target field
is defined from that function, which depends on the two spa-
tial variablesx and z and is computed from the code pre-
sented in Sec. II withm50. Because of technical consider-
ations~size of the memory, duration of the experiment!, we
choose to impose the Pearcey function not on a plane~natu-
ral choice for a function of two variables! but along a seg-

FIG. 4. Experimental setup.

FIG. 5. Acoustical rays launched by~a! an unlimited and~b! a limited
aperture. Note that the scales of the transverse and propagation directions
are not the same. The dotted box indicates the domain where measurements
and simulations are performed. The dotted line represents the position of the
control segment.
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ment only. We define this control segment located 382 mm
away from the array. Its length is 54 mm and it is discretized
by 108 points equally spaced every 0.5 mm. The size and the
location of the control segment have been chosen in order
that the segment is behind the tip of the cusp and crosses the
caustic so that it is located partially in zone I and partially in
zone II. So, imposing the acoustic field on that segment
makes the acoustic field strongly stressed. The propagation
operator is measured between that control segment and the
array of transducers. Then, the propagation operator is regu-
larized and inversed by a singular value decomposition.

The incoming function used to compute the pattern~the
Pearcey function! is a sinusoidal function with a dozen
cycles. Nevertheless, such a computed field does not take
into account the finite size of the array of transducers and
corresponds to the ideal situation depicted on Fig. 5~a!. To
impose a realistic pattern on the control segment, a function
is applied on the field previously computed. The windowing
keeps the central part of the field and eliminates the lateral
parts as illustrated on Fig. 6~a!. This new pattern is used to
calculate the signals to emit by the transducers. Then, those
signals are emitted at low amplitude to ensure a linear propa-
gation and the pressure is measured on the control points.
Figure 6~b! shows the field measured along the control seg-
ment compared to the pattern imposed@Fig. 6~a!#. The agree-
ment between the two fields is very good; the main charac-
teristics of the target field are well recovered: the structure
with three lobes and the shape of the wavefronts. This com-
parison proves that the field corresponding to a cusped caus-
tic can be synthesized along a segment.

In order to confirm that the cusped caustic is synthesized

in the whole space~and not only on the control segment! a
scan on a bigger grid is achieved. The grid is 240 mm long in
thez direction~100 mm before the tip and 140 mm after the
tip, the step is 2 mm! and 54 mm large in thex direction~27
mm on each side ofOz axis, the step is 0.5 mm!. So, there
are 12 360 points on the new measurement grid~the limits of
the grid are the dashed lines on Fig. 5!. The pressure is
measured with a temporal sampling of 50 MHz.

To compare the experimental measurements to the nu-
merical simulations discussed in Sec. II, only the incoming
waveform is necessary as an input argument. This data is
extracted directly from the experimental measurements 100
mm away from the tip of the cusp on the propagation axis
Oz. In order to perform comparisons with the experimental
results, the pressure field is computed on a grid correspond-
ing to the experimental one. Figure 7 presents the experi-
mental field ~left column! and the numerical simulations
~right column! in the transverse directionx as a function of
the time at five different distancesz from the tip of the cusp
(2100, 250, 0, 50, and 100 mm!. The agreement between
the two series of fields is very good, in particular near the
symmetry axis. The main differences between the experi-
mental and the simulated fields are located off axis. Far away
from the tip of the cusp~100 mm before!, the wavefront is
converging and its amplitude in the transverse direction is
quite homogeneous. The closer to the tip the wavefront is,
the stronger at the center of the beam the amplitude is. This
is due to the focusing effects. At the tip and slightly after it,
the beam is narrow and 100 mm after the tip it is clearly
diverging.

Figure 8 displays the amplitude at 1 MHz measured on

FIG. 6. Spatio temporal pressure field
~a! imposed and~b! measured along
the control segment~horizontal: time
variable; vertical: transverse space
variable; gray levels: pressure levels!.
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each point of the scan grid in grayscale~black corresponds to
zero and white corresponds to high intensity!, compared to
the contours of the Pearcey function~dashed white lines,

with the same color levels!. The agreement is still very good,
especially near theOz axis. The position and the amplitude
of the main lobe are well recovered. The positions of the

FIG. 7. Comparison between mea-
sured ~left column! and numerically
simulated~right column! pressure field
in linear regime as a function of time
~horizontal variable! and transverse
variable x ~vertical variable! at five
different distancesz52100, 250, 0,
50, and 100 mm~gray levels: pressure
levels!.

FIG. 8. Comparison between mea-
sured pressure field and the theoretical
Pearcey function~white contour lines!
in linear regime~gray levels: pressure
levels!.
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secondary lobes are matching relatively well but the ampli-
tudes of the experimental measurements are lower than the
simulated ones. These results confirm that the experimental
setup is only usable near theOz axis because of the finite
size of the emitting array. Nevertheless, these results show
that the experimental setup associated with the inverse filter
technique permits the synthesis of a cusped caustic in the
linear regime of 2-D space.

To study the focusing of weak shock waves at a cusped
caustic, the previous computed signals by inverse filter tech-
nique are now emitted with high amplitude. Because of the
high amplitude, nonlinear effects take place during the
propagation between the array of transducers and the caustic
cusp. The nonlinear effects induce a steepening of the tem-
poral profile of the waves in accordance with the laws of
nonlinear acoustics. The shock formation distance being
shorter than the distance between the array of transducers
and the cusped caustic, the incoming signal has shocks be-
fore tangenting the caustic. Once the high amplitude signals
are emitted, the pressure is measured on the same grid as in
linear regime but with a temporal sampling of 250 MHz. The
results are given in Fig. 9~left column!, which shows the
pressure fields in the transverse directionx as function of the
time at five different locationsz from the tip of the caustic
(2100, 250, 0, 50, and 100 mm!. The five images are dif-
ferent from those of the linear case~Fig. 7!. Far before the
caustic (2100 mm), the amplitude distribution is homoge-
neous and the shocks appear to be formed as indicated by the
sharp transitions between black and white. As for the linear
case,250 mm away from the tip, the focusing effects in-
crease the amplitude of the center of the beam. At the tip of

the cusp the transverse size of the beam is narrower than in
the linear case. Moreover, the compression phases~white
areas! are shorter in time than the expansion ones~black
areas!, and the positive peaks are higher than the negative
ones. This asymmetric waveform distorsion is well-known to
result from a combination of diffraction and nonlinearity ef-
fects ~see, for instance, Hamilton, 1998, p. 258!.

The maximal overpressure is 66.823105 Pa peak/peak
(48.943105 Pa for the positive part and 17.873105 Pa for
the negative one!. It is detected on theOz axis, 35 mm after
the tip of the cusp. For a plane wave, the maximum over-
pressure at this distance is 103105 Pa peak/peak. The am-
plification coefficient defined as the ratio between the over-
pressure in the focused case and the overpressure for a plane
wave is consequently of 6.68. If only the positive part is
taken into account, the amplification coefficient becomes
9.78. This coefficient is greater than for a fold caustic for
which the corresponding values are respectively about 1.9
~peak to peak! and 3.8 ~amplification of the positive part
only!. Moreover, note that this value of the amplification
coefficient for a cusped caustic is in agreement with the
value of about 9 found by Wanneret al. ~1972! for sonic
boom.

The numerical simulations in nonlinear regime require
two input arguments which are extracted from the experi-
mental results: the waveform of the incoming function and
the nonlinear coefficientm. The waveform of the incoming
function is directly extracted from the experimental data on
the Oz axis 100 mm before the tip of the cusp~sufficiently
far before the cusp!. The temporal profile for one period is
given in Fig. 10~dash line!. The signal carries a shock which

FIG. 9. Comparison between mea-
sured ~left column! and numerically
simulated~right column! pressure field
in nonlinear regime as a function of
time ~horizontal variable! and trans-
verse variablex ~vertical variable! at
five different distances z52100,
250, 0, 50, and 100 mm~gray levels:
pressure levels!.
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is practically formed~the rise time is about 80 ns!. The non-
linear coefficientm5b (p0 /r0c0

2) (k0a/27)1/2 @Eq. ~8!# is
calculated from the value of the pressure measured 27.4 mm
before the tip of the caustic~distance equal to one diffraction
length Lz), in agreement with theory. Note that the two in-
puts for the numerical code are extracted at two different
ranges. At that distance, the pressure is 39.53105 Pa and the
shock is saturated with a measured rise time of 15 ns@Fig. 10
~solid line!#. Consequently, the value of the nonlinear coef-
ficient is m50.35. The numerical simulations are made with
those two input arguments for a numerical grid correspond-
ing to the experimental one. The results are given in Fig. 9
~right column!. The agreement with the experimental results
is excellent, especially around theOz axis as in the previous
comparisons. These results prove that the numerical solver
simulates the physical reality with a good precision. Figure
11 shows the pressure~in Pa! as a function of the time~in
ms! on theOz axis at four different distances from the tip of
the caustic (2100,228, 0, and 100 mm!; the solid lines are
the experimental results while the dashed lines are the simu-
lated ones. The numerical simulations fit the experimental
results with a very good precision since the amplification
level and the shock positions are recovered. Nevertheless,
there is a little disagreement for the rise time, which is longer
in the simulations than in the experiments. This may be due
to numerical dissipation occurring during the resolution of
the diffraction part. Indeed, while the numerical solver for
Burgers’ equation is a shock fitting algorithm, the method
used to solve the linear KZ equation is a shock capturing
algorithm. Shocks are not treated explicitly as such in the
linear, diffraction part of the split-step algorithm. The finite
differences automatically stabilize the algorithm by introduc-
ing numerical viscosity, which artificially increases the rise
time.

CONCLUSION AND OUTLOOKS

A new explanation about the wavefront unfolding effect
sometimes associated with acoustical shock waves incoming

on a cusped caustic has been proposed through original the-
oretical and numerical studies. This effect does not seem to
be intrinsically nonlinear as expected by previous authors but
associated both with nonlinearities and the geometry of the
wavefront. Quantitative comparisons between numerical
simulations and experimental results have demonstrated the
validity of the theoretical modeling and the accuracy of the
numerical code. Besides, as the numerical code is validated
both experimentally and numerically, it is now possible to
use it to simulate other configurations than those used in the
experiments. In particular, it is interesting to apply this code
to the prediction of sonic boom focusing in the case of com-
plex aircraft maneuvers, that is to say, the focusing of an
‘‘N’’ wave at a cusped caustic. Figure 12 presents the time
dependence of the pressure at three different locations near
the cusp (z̄50, x̄50 for casea, z̄51, x̄50.45 for caseb
and z̄52, x̄50.8 for casec) for a nonlinearity parameter
m50.1 and an incoming ‘‘N’’ wave@F(t)52t if utu,1,0
else#. On the tip of the caustic@Fig. 12~a!#, the signal has no
precursor and it begins with a steep shock. The second signal
@Fig. 12~b!# displays a structure with two shocks visible at
the beginning of the signal~noted 1 and 2 on the figure!. The
amplitude is weaker than on theOz axis since the focusing
effects are less important off axis. The structure of the signal
@Fig. 12~c!# is made of three shocks associated with the in-
teraction of three different signals in accordance with the
theory which stipulates that in zone II three rays~and conse-
quently three signals! pass through each point. Therefore, it

FIG. 10. Incoming signal~one period! measured at one boundary layer
(227.4 mm, solid line! and at2100 mm ~dash line! from the tip of the
cusped caustic in nonlinear regime.

FIG. 11. Comparisons between measured~solid lines! and simulated~dash
lines! pressure waveforms~in Pa! in nonlinear regime on the axisx50 at
four different distances from the tip of the cusped caustic (z52100,228,
0, and 100 mm!.
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is possible to compare the numerical results with existing
experimental measurements of sonic boom focusing. In par-
ticular, we can notice that the waveform obtained numeri-
cally in casesa andb corresponds to the waveforms already
observed by Wanneret al. ~1972, Fig. 15, microphones 17,
18 and 19 and Fig. 16 microphone 13! in the case of a su-
personic aircraft entering into turn. Those results are another
qualitative validation of the numerical code. Note that no
signal with the characteristic of Fig. 12~c! has been recorded

by Wanneret al. ~1972!, since no measurement has been
performed inside the branch of the cusped caustic where the
corresponding point lies. Also noticeable is the magnitude
order of amplification in the experimental setup: around 3 for
a fold caustic and 9 for a cusp caustic, the same magnitude
orders as measured for sonic boom. Finally, complex wave-
forms as illustrated by Fig. 12 indicate caustics of higher
order than the fold caustics may play an important role for
explaining messy waveforms observed for sonic boom in the
turbulent atmospheric boundary layer.

Considering the importance of the geometry effect on
the focusing process as demonstrated in Sec. III, it would be
desirable to improve the links between the aircraft maneu-
vers and the geometry of the cusped caustic. For real atmo-
spheres, this would imply in particular to generalize the the-
oretical model to a 3D heterogeneous and moving medium, a
task far from easy.
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APPENDIX: THE NUMERICAL CODE

1. Presentation of the numerical method

To our knowledge, only one previous study is dedicated
to the numerical simulation of the focusing of shock waves
at a cusped caustic~Piacsek, 1995!, based on the NPE equa-
tion @nonlinear paraxial equation~McDonald and Kuperman,
1987!#. This numerical study has been applied to investigate
distortion of a sonic boom rippled wavefront~Piacsek,
2002!, in order to validate the Pierce and Maglieri~1972!
model of sonic boom wavefront folding in a turbulent atmo-
sphere. However, no quantitative validation was presented.
Here, relying on catastrophe theory and Guiraud scaling law,
we are able to validate quantitatively the numerical resolu-
tion, before comparing it with experiments.

The theoretical model being based on the KZ equation,
we have modified an algorithm solving the KZ equation pre-
viously used to study the nonlinear Fresnel diffraction of
shock waves~Coulouvrat and Marchiano, 2003!. That new
algorithm solves the KZ equation@Eq. ~7!# associated with
the boundary conditions@Eq. ~9!# in the temporal domain.
The problem is formulated with the potential variable instead
of the pressure. The potential is more suited to take into
account shock waves. Indeed, a discontinuity for the pressure
corresponds to an angular point for the potential. This ap-
proach has already been fruitful to solve the nonlinear Tri-
comi equation in the case of the focusing of weak shock
waves at a fold caustic~Marchianoet al., 2003a!. The di-
mensionless potential is calculated from the dimensionless
pressure:

FIG. 12. Numerical simulations of the pressure time waveforms at three
points near the cusped caustic cusp@~a! z̄50, x̄50; ~b! z̄51, x̄50.45; and
~c! z̄52, x̄50.8] for an ‘‘N’’ wave in nonlinear regime (m50.1).
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p̄5
]f̄

] t̄
. ~A1!

The KZ equation for the potential is

]2f̄

] z̄] t̄
5

]2f̄

] x̄2
1m

]

] t̄
S ]f̄

] t̄
D 2

, ~A2!

Apart from the nonlinear term, this equation is identical to
the equation for pressure@Eq. ~7!#. The associated boundary
conditions, valid only in zone I~Fig. 1!, are

f̄~ x̄,z̄, t̄ ! ——→
Ax̄21 z̄2→`

1

Au6ā22 z̄u

3E
2`

t̄
F~ t̄ 81ā x̄1ā2z̄2ā4!d t̄8. ~A3!

The problem is symmetrical about the propagation axisOz.
Therefore it is possible to solve the problem for only one-
half of the planeOxz, in order to reduce the size of the
computational domain. So the following symmetry condition
is added to the boundary conditions@Eq. ~16!#:

]

] x̄
f̄~ x̄50,z̄, t̄ !50. ~A4!

Note that these boundary conditions correspond to the
cusped caustic and can be changed. To treat the real wave-
front in Sec. III, a wavefront similar to the one used by
Piacsek~2002! has been computed in the initial plane and
nonlinear plane waves are used for the other boundary con-
ditions.

In order to calculate the numerical solutions of the prob-
lem, the space variables are discretized on a regular grid. The
points are equally spaced in thez̄ direction starting from
planeZ̄2 to planeZ̄1 with a stepD z̄. They are also equally
spaced in thex̄ direction from 0 toX̄1 with a stepD x̄. The
time is discretized with a stepD t̄ .

The KZ equation@Eq. ~15!# is solved plane after plane
following the z̄ direction. For eachD z̄, the numerical solu-
tions of the KZ equation are computed using the split-step
method~Ames, 1977!. This scheme has been widely used to
solve the KZK @acronym of Khokhlov–Zabolotskaya–
Kuznetsov, see Kuznetsov~1970!# equation which is a KZ
equation taking into account the attenuation@see Hamilton
~1998! for a review#. The split-step scheme consists in split-
ting the KZ equation into two simpler equations. The first
one takes into account the diffraction. It is the linear KZ
equation:

]2f̄

] z̄] t̄
5

]2f̄

] x̄2
. ~A5!

The second one deals with the nonlinear effects. It is the
Burgers equation for the potential:

]2f̄

] z̄] t̄
5m

]

] t̄
S ]f̄

] t̄
D 2

. ~A6!

At each plane, first the linear KZ equation is solved numeri-
cally by an implicit finite differences scheme in the time
domain based on the Lee and Hamilton scheme~1995!. This
scheme has originally been developed to solve the KZ equa-
tion for pressure in the framework of the beam propagation.
It can easily be adapted to solve the KZ equation for poten-
tial since these two equations have the same form. Only the
boundary conditions are different. Once the solution of the
linear KZ is computed, it is used to initialize the calculation
of the solution of the Burgers equation for potential on an
elementary stepD z̄. That solution is calculated semi-
analytically with the Hayes graphical method~1969!, which
was recently adapted for the numerical procedure by Coulou-
vrat and Marchiano~2003! and Marchianoet al. ~2003a!.
Finally, on a D z̄ step, the solution takes into account the
diffraction and the nonlinear effects. The coupling between
diffraction and nonlinearity is assured by the repetition of the
procedure plane after plane. Note that, as the solution of the
linear KZ equation, the solution of the Burgers equation is
obtained in the temporal domain so that the whole resolution
is achieved in the time domain. Moreover, there is no stabil-
ity condition necessary to solve the Burgers equation~the
solution is semi-analytical! or the linear KZ equation~the
scheme is fully implicit!. Finally, the pressure is calculated
from Eq. ~14! by a second-order finite differences scheme
applied to the potential solution and a symmetry about the
axis of propagationOz permits to recover the pressure on the
whole domain.

2. Validation of the algorithm

According to Guiraud’s scaling for the cusped caustic
@see Sec. III and Coulouvrat~2000!#, if the incoming func-
tion is a step shock, the following quantities are constant for
the point where the pressure is maximal:p̄max/m

21/35Cp ,
t̄ max/m

4/35Ct , x̄max/m5Cx and z̄max/m
2/35Cz , where p̄max

represents the value of the maximal pressure,t̄ max is the time
for which the pressure is maximal,x̄max, z̄max is the position
where the pressure is maximal, andCp , Ct , Cx andCt are
constants. These similitude laws are a good way to check the
numerical code quantitatively, as they imply a strong cou-
pling between nonlinearity and diffraction. Figure 13 shows
that the numerical results are in very good agreement with
the theoretical predictions. Indeed, the four ratios are practi-
cally constant for the values ofm greater than 0.02. This
agreement shows that the amplitude of the peaks is limited
and follows the similitude lawp̃maxm

21/3. For the values of
the nonlinear parameter under the thresholdm50.02, the re-
sults are not so good because the nonlinear effects are too
small and the numerical resolution would require a more
refined mesh grid than the one used. This result provides a
quantitative validation of the numerical procedure. This kind
of validation has already been used to validate a numerical
code solving the nonlinear Tricomi equation with the
Guiraud similitude law~Auger and Coulouvrat, 2002; Mar-
chiano et al., 2003a!. Nevertheless, the results of those
works were not in a such good agreement as the present
ones, especially concerning the similitude law following the
temporal variable. The very good agreement obtained in the
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present work is due to the fact that the numerical solver is
now entirely in the time domain, contrarily to the case of the
resolution of the nonlinear Tricomi equation for which the
diffraction equation is solved in the frequency domain. This
difference is important because for an algorithm in the time
domain, it is possible to impose in the boundary condition an
incoming step function to check the similitude law, whereas
it is impossible for the nonlinear Tricomi solver, for which
only artificially periodic incoming signals are available. The
use of an algorithm in the frequency domain for the nonlin-
ear Tricomi equation was required by the mixed elliptic/
hyperbolic type of the equation, while the KZ equation is
fully hyperbolic.

Finally, we indicate that a modified version of the
present code has already been used to confirm theoretical
predictions in a study about the nonlinear Fresnel diffraction
of weak shock waves~Coulouvrat and Marchiano, 2003!. In
that previous study, the numerical code was similar to the
code presented here except for the boundary conditions. The
agreement between theoretical predictions and numerical re-
sults on self-similar solutions of the nonlinear KZ equation
also permitted us to validate quantitatively the numerical
method.
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High-intensity rocket noise: Nonlinear propagation, atmospheric
absorption, and characterization
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Analyses of rocket noise data measured at far-field locations during the launch of a large rocket and
a smaller rocket are presented. Weak shocks are present in all of the data sets. In order to
characterize these shocks, those segments of the waveforms where the acoustic pressure is
increasing are isolated and the rate of increase in pressure plotted versus magnitude of pressure rise.
The plots follow a trend consistent with random noise at low values of pressure rise, then transition
to the pressure-squared dependence expected for weak shocks at higher pressure rise values. Power
spectral densities of the noise during the period of maximum overall sound-pressure levels display
high- and low-frequency spectral slopes that are close to those predicted for shock-dominated noise.
It is concluded that shocks must be included in propagation models if high frequency levels are to
be estimated as a function of distance from the source. Initial shock thicknesses will have to be
characterized experimentally and will require instrumentation with a bandwidth well in excess of 20
kHz. Reflection-free data are essential if meaningful assessments of the statistical properties of the
noise are to be made. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1841711#

PACS numbers: 43.25.Cb, 43.28.Mw, 43.28.Bj@MFH# Pages: 578–591

I. INTRODUCTION

Time-domain data recordings of far-field sound pres-
sures were obtained during a series of rocket launches in the
late 1980s and early 1990s.1–3 The data were rich in shock
content, where the term ‘‘shock’’ is used to describe a pres-
sure rise from a minimum to a maximum over a time that is
less than 1/10 of the average period of the overall sound-
pressure waveform. Data showed that in the far field, high-
frequency sound-pressure levels decreased with distance less
than expected on the basis of linear absorption,1 consistent
with previous observations of high-intensity jet and rocket
noise.4–6

Currently, there is renewed interest in modeling the
propagation of high-intensity jet noise. Better estimates of
high-frequency attenuation are needed if community noise
levels are to be accurately assessed for the latest generation
of military jets.7 In this paper, the rocket noise data that were
analyzed in Refs. 1–3 are revisited in the context of nonlin-
ear acoustics and weak shock theory. Data analysis and vi-
sualization methods are applied to characterize the transfer of
energy from the peak frequency in the spectrum, and the
extent to which shocks control the high-frequency spectral
levels and their attenuation.

II. FIELD MEASUREMENTS

The launch vehicle noise data examined here were re-
corded in the late 1980s and early 1990s as part of an effort
to monitor the effects of rocket noise on the demographics of
endangered species that breed and nest in the vicinity of
launch sites.1–3 The goal of the measurements was to obtain
data representative of sound levels experienced by wildlife

during a launch. Sound-level meters were placed upright on
the ground with their microphones about 37 cm above the
ground. Consequently, the data contained ground reflections.
Temperature and humidity measurements, as would be
needed for propagation studies, were not required. Informa-
tion on the vehicles and measurement sites for the data sets
examined here is given in Tables I and II.

A. Instrumentation

Bruel & Kjaer model 2230 sound-level meters~SLMs!
with model 4155 microphones were used to record all of the
rocket noise data sets. The ac output of the SLMs was re-
corded on TEAC digital audio tape~DAT recorders! at a
sample rate of 48 000 sps. The frequency response of each
SLM was measuredexclusive of the microphone. Typically,
the SLM response was 1.0 dB down at frequencies from 3.5
to 7 Hz and down 3.0 dB at frequencies from 2 to 3.5 Hz.1

Calibration curves provided with the model 4155 micro-
phones only extend down to 20 Hz, but product information
sheets for Bruel & Kjaer condenser microphone cartridges
4133 to 4181 indicate the 3.0-dB down point between 1 and
3 Hz. The influence of low-frequency instrumentation roll-
off on rocket noise metrics was examined in Ref. 3.

The high-frequency roll-off of the 4155 microphone var-
ies with angle of incidence, and the angle of incidence varies
with time during the launch. The type 2230 SLM is
‘‘equipped with a1

2 inch prepolarized condenser microphone
Type 4155. It has a linear 0° free field frequency response
which is well suited for measurements in free field
conditions... .’’9 The typical 0° free field response for the
2230 fitted with a 4155 microphone~see Fig. 3, p. 375 of
Ref. 2! begins to roll off rapidly above 17 kHz, but eacha!Electronic mail: smcinerny@coe.eng.ua.edu
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system can be expected to vary somewhat from this nominal
response. Peak frequencies in the constant bandwidth power
spectral densities~PSDs! of the measured rocket noise data
are well below 200 Hz and PSD levels at 10 kHz are down
more than 60 dB from the peak. For these reasons, an upper
frequency limitation of 15 kHz was considered more than
adequate.

B. The 3-dB down time period

Figure 1 is the plot of a typical pressure versus time
recording, Fig. 1~a!, along with the corresponding 1-s aver-
aged overall SPL~calculated using 99% overlap!, Fig. 1~b!.
The initial pressure pulse seen in Fig. 1~a! is the overpressure
pulse generated when the solid rocket engine is ignited. This
pulse propagates outward over the ground and is rapidly at-
tenuated, so that it is not seen in recordings made at distant
sites. After the overpressure pulse, noise levels are initially
low, corresponding to radiation angles~measured from the
exhaust axis! close to 90°. For some sites, there were line-
of-sight issues during this initial time period. As the vehicle

rises, however, there is a direct line-of-sight from the exhaust
plume~s! to all of the measurement sites and no ground-
effect issues. Sound levels increase, reach a maximum, and
then slowly decrease corresponding to the passage of the
radiation angle from 90° through the peak directivity angle
and then to smaller angles—measured relative to the exhaust
axis.1,10 The data analyzed for this paper correspond to the
time period in which the OASPLs were within 3 dB of their
maximum ~as determined using a 1.0-s average with 99%
overlap!. See Fig. 1~b!. This provides a reasonable balance
between the desire for statistically stationary data sets and
longer record lengths to reduce random error.

TABLE II. Overall sound-pressure levels in dBre: 20E26 Pa over the
3.0-dB down period, distance of the measurement sites from the launch pad,
d, and from the source,R. The distance from the exhaust to the measure-
ment location during the period of maximum overall sound pressure levels,
R, was estimated based on a peak angle of directivity of 60°, so thatR
5d/sin(60).

d
~km!

R
~km!

Leq

~dB!

Scout—Site A 0.36 0.42 126.4
Scout—Site B 0.64 0.74 119.9
Scout—Site C 0.94 1.09 116.0
Scout—Site D 1.22 1.41 113.1

Titan IV—Site A 0.82 0.95 139.9
Titan IV—Site B 2.00 2.3 129.7
Titan IV—Site C 3.41 3.94 127.0
Titan IV—Site D 5.79 6.69 120.1
Titan IV—Site E 13.15 15.2 110.6

TABLE I. Engine mechanical power, sound-power level, and peak frequen-
cies of the rocket noise data sets examined. Sound power levels given in dB
re: 10212 W were calculated using acoustic efficiencies8 of 0.004 and
0.0053 for the Scout and Titan IV, respectively. Peak frequencies correspond
to the peak in the constant bandwidth power spectral density calculated over
the 3-dB down period.

Wm LW Fpeak

Scout 6.43108 W 184 dB 60 Hz
Titan IV 1.531010 W 199 dB 16 Hz

FIG. 1. Sound-pressure level versus time at Titan IV site A:~a! instantaneous; and~b! 1-s averaged. The 3-db down period is indicated by the dark circles
in ~b!.
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C. Random noise sequences

As a point of reference, results obtained for two of the
data sets, Titan IV sites A and E, are compared to those that
would be obtained for random noise distributions of the same
power spectral densities. The two random noise sequences
were generated as follows. A normally distributed random
noise sequence was generated and taken to have the same
sample rate as the data. The Fourier transform of the noise
was weighted so as to have the same spectral amplitudes
~without the reflective interference dip! as the measured data
at that site. A reflection with a delay of 1.5 ms~a typical
reflection delay at the time of peak acoustics! was added to
the shaped random noise in the time domain; and, finally, the
result was scaled so that the rms amplitude was equal to that
of the measured data.

III. ANALYSES AND RESULTS

The data are analyzed to compare the characteristics of
noise measured at different sites during the same launch. The
data sets compared do not represent the same noise measured
at different propagation distances; they are noise radiated
from the plume, in the peak directivity direction, at different

times during the ascent. Comparison of the data sets, then,
rests on the assumption that the source and the propagation
paths are statistically similar. Trajectory effects, turbulence,
wind, and temperature gradients are likely to have been
present, but are not accounted for. Changes in source char-
acteristics with flight speed are also neglected. Given that the
engine exhaust velocity relative to the nozzle exit plane,Ue ,
exceeded 2400 m/s (Ue /co;7, whereco is the speed of
sound in air at 20 °C) and for the radiation times in question,
except perhaps those of the most distant Titan IV site, the
vehicle speed was less than Mach one~i.e.,Vveh/co51), this
assumption is reasonable.

A. Shock waveforms

Plots of sound pressure versus time and the time rate of
change of the pressure versus time at the Titan IV measure-
ment sites closest to and most distant from the launch pad are
shown in Fig. 2. The presence of shocks is readily revealed
by the rate of change plots, Figs. 2~b! and~d!. The time rate
of change of the pressure was approximated using a forward
difference routine. Central differencing was not used in order
to preserve the true difference values at the beginning and
end of a shock waveform. Difference operations are prob-

FIG. 2. Titan IV pressure and time
rate of change of the pressure versus
time over the 3-dB down period:~a!
site A, pressure versus time;~b! site A,
pressure time rate of change versus
time; ~c! site E, pressure versus time;
and ~d! site E, pressure time rate of
change versus time. Note that the re-
cording times are not coordinated to a
common start time.
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lematic if the data contain high levels of spurious noise, but
it is clear from the results obtained that the results here are
dominated by the high rise rates of the shock waveforms.
The maximum values of the pressure time rate of change in
Fig. 2~b! are understated as a consequence of high-frequency
instrumentation limits. Plots of the rate of increase in the
pressure versus the magnitude of the pressure rise presented
later in the paper will make this clear.

The pressure data are skewed, but much less skewed

than the time rate of change of the pressure. Despite the
relatively low sound levels at the most distant site, site E,
Figs. 2~c! and ~d!, a positive skewness and large positive
pressure time derivatives, reflecting steep pressure rises, are
evident. Representative skewness values for these and other
data sets were reported in Refs. 1 and 10. The skewness of
the pressure—but not the time rate of change of the
pressure—in the Titan data, where the peak frequency in the
3-dB down PSD is around 16 Hz, may have been affected by
low-frequency instrumentation roll-off.3

Individual shock waveforms were identified in the data
sets as follows. The change in sign of the time rate of change
of the pressure was used to determine indices corresponding
to pressure minima and pressure maxima. See Fig. 3. Be-
tween subsequent minima and maxima~i.e., during periods
when the pressure was rising!, the maximum instantaneous
rate of increase in the pressure was determined. The differ-
ence between the maximum and minimum pressure was
taken as the pressure rise; the time midway between the
minimum and subsequent maximum was taken as the time of
the shock.

Efforts to remove reflected shocks from the analysis sets
proved unsuccessful. All of the methods attempted had the
effect of eliminating some strong initial shocks, as well as
some of the reflections. This means that two ‘‘shocks’’ may
then be identified with different portions of the same wave-
form, i.e., with the initial and reflected shocks.

The shock waveforms measured at the nearest and fur-
thest Titan IV measurement sites that had the largest time

FIG. 3. Determination ofPmax, Pmin , and maximum rate of increase. This
example is the shock with the highest rate of increase in the Titan IV site C
data set.

FIG. 4. Titan IV site A shocks:~a! the four shocks with the largest and~b! the next largest instantaneous rates of pressure increase, plotted over a 20-ms time
span;~c! and ~d! the same shocks plotted over a 62-ms time span. The time of each shock~midpoint! relative to the start of the 3-dB down time period is
indicated in the legend.

581J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 S. A. McInerny and S. M. Ölçmen: Rocket noise: Nonlinear propagation



rates of increase are shown in Figs. 4 and 5, respectively.
These are the same data sets for which the sound pressure
and time rate of change of the pressure, over the entire 3-dB
down period, are plotted in Fig. 2. The times of the shocks,
relative to the start of the 3-dB down time period, are indi-
cated in the legends of Figs. 4 and 5. Figures 4~a!, 4~b!, 5~a!,
and 5~b! are expanded plots of the shocks over a 20-ms du-
ration; the plots in Figs. 4~c!, 4~d!, 5~c!, and 5~d! are the
same shocks, respectively, plotted over a longer time period
~approximately 1/f peak). The shocks are plotted so that the
median time between the pressure minima and maxima are
aligned in the center of the plot.~Additional plots of shock
waveforms can be found in Figs. 3 to 6 of Ref. 1.!

Reflected shocks can be clearly seen in the 20-ms plots
of Figs. 4~a! and ~b!. In Figs. 4 and 5, earlier times~see the
legends! correspond to larger angles of incidence~relative to
the vertical! and, therefore, shorter time delays between the
initial and reflected shock waves. This is most easily seen in
Fig. 4~a!. Note, also, that two different pressure minimum/
maximum pairs on the same waveform are identified as dif-
ferent shocks by the dot-dash line in Fig. 5~a! and the heavy
solid line in Fig. 5~b!.

Note the sharp transitions at the beginnings and ends of
the shocks in Fig. 4. This can be contrasted with the smooth
transitions seen in the site E (;15 km from the source!
waveforms of Fig. 5, where the shortest rise time is on the
order of 2–3 ms. A relationship between the shock rise time
and the frequency at which the power spectral density tran-
sitions to a more rapid rate of decrease with increasing fre-
quency is expected, as discussed in a later section.

Figure 6 is an expanded plot of the shocks in Fig. 4~a!. It
can be seen that the shocks with the largest rate of increase
recorded at Titan IV site A~a distance of approximately 950
m from the source! have a rise time of around 1/20 of a

millisecond. This corresponds to a frequency, 1/t rise, of 20
kHz, a limit forced by the high-frequency instrumentation
response.

B. Time rate of increase versus pressure rise
magnitude

To gain insight into the relationship between shock
thickness,Lsh , and losses in a fluid medium, Pierce exam-
ined an idealized model of a stationary weak shock~i.e., one
that propagates without a change in shape!.11,12 Pierce
showed that this length is linearly proportional to the diffu-
sivity, d, of the medium

Lsh5
4rocod

bPsh
, ~1!

wherePsh is the pressure rise across the shock andro is the
ambient air density. For an ideal gas,b5(11g)/2, whereg
is the ratio of specific heats. In air,b51.2.

Taking Lsh5t riseco , the shock rise time is

t rise5
4rod

bPsh
. ~2!

The diffusivity, d, is related to the absorption coefficient,a,
as

a'
dv2

2co
3 , when a!v/co . ~3!

The conditiona!v/co means that the rate of change in the
pressure due to absorption is much less than the rate of
change due to the oscillations at frequencyv.

Sonic boom rise times as a function of pressure rise,
assuming steady shocks, were calculated by Kang and com-
pared to measured sonic boom data in Ref. 13. The compari-

FIG. 5. Titan IV site E shocks:~a! the
four shocks with the largest and~b! the
next largest instantaneous rates of
pressure increase, plotted over a 20-ms
time span;~c! and~d! the same shocks
plotted over a 62-ms time span. The
time of each shock~midpoint! relative
to the start of the 3-dB down time pe-
riod is indicated in the legend.
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son, reproduced in Refs. 14 and 15, is quite favorable; mea-
sured data follow the predicted trend, although average rise
times tend to be higher than predicted. References 14–17
examined the effect of turbulence on sonic boom rise times.
On average, turbulence decreases the pressure rise and in-
creases the rise time. The average increase in rise time is
more dramatic than the decrease in pressure.14 Reference 17
also concluded that nonlinear distortion is weakened in the
presence of turbulence.

In air, diffusivity ~and, therefore, attenuation! is due to
relaxation processes as well as thermo-viscous losses. Equa-
tion ~3! can still be used fora provided that the speed of
sound and diffusivity are replaced with effective valuesc*
and d* .12 In air at standard conditions, the diffusivity is
given by

d* 51.9310261
6.4

f O2

1
1.2

f N2

m2/s

for f , f N2
~ t rise.1/f N2

!, ~4a!

d* 51.9310261
6.4

f O2

m2/s

for f N2
, f , f O2

~1/f N2
.t rise.1/f O2

!, ~4b!

d* 51.931026 m2/s for f . f O2
~ t rise,1/f O2

!, ~4c!

where f O2
and f N2

are the oxygen and nitrogen relaxation
frequencies, respectively.12 ~Atmospheric absorption is gen-
erally given in dB/m or dB per 1000 m. Values fora can
be calculated from these using the relationship
10 log10 p2510 log10e

22arpo
2r o

2/r 2, so that the attenuation in
dB/m is 10 log10e22a.)

At low frequencies ~long shock rise times!, the
diffusivity/attenuation is due to thermo-viscous-as well as
both nitrogen and oxygen relaxation effects—Eq.~4a!.

Above the nitrogen relaxation frequency, attenuation due to
nitrogen relaxation drops out, leaving only thermo-viscous-
and oxygen relaxation effects—Eq.~4b!. Above the oxygen
relaxation frequency, the diffusivity/attenuation is due only
to thermo-viscous effects—Eq.~4c!. Oxygen and nitrogen
relaxation frequencies depend on temperature and
humidity;18,19 hence, so does the structure of a shock.20,21

In Ref. 16, the authors calculate shock thickness versus
pressure rise for explosive waves. The calculated results
clearly show the effect of the change in diffusivity with pres-
sure rise. At low pressures, wheret rise.1/f N2

, a log–log plot
of the results follows a straight line determined by Eq.~2!
with d* given by Eq.~4a!. Then, as the pressure increases
and the rise time decreases to the point where 1/f N2

.t rise

.1/f O2
, there is a transition to a line dictated by Eq.~4b!. It

is interesting to note that, in the calculations of Ref. 16,
dispersion effects associated with molecular relaxation were
accounted for, but were found to affect these results only in
the transition region between the two diffusivity depen-
dences.

In this paper, the time rate of increase of the pressure is
plotted as a function of the pressure rise,Dp. Using Psh

5Dp anddp/dt;Dp/t rise, one obtains from Eq.~2!

dp

dt
;

b

4rod
Dp2. ~5!

In logarithmic terms, this is

log10

dp

dt
; log10

b

4rod
1 log10Dp2. ~6!

When plotted logarithmically, then, the time rate of increase
in the pressure for a weak shock should fall on a straight line
log10Dp2 that is offset by log10b/(4rod). This offset will
increase when the pressure rise increases to the point where
the rise time is less than 1/f N2

, so thatd* decreases from that

FIG. 6. Expanded view of the four
shocks with the largest instantaneous
rates of pressure increase in Fig. 4.
Note that the time axis gridlines are
spaced at 0.5 ms.
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given by Eq.~4a! to that given by Eq.~4b!. A transition to
yet another, higher, offset would be expected if the magni-
tude of the pressure rise were to increase to the point where
t rise was shorter than 1/f O2

.
To clarify the calculation of pressure rise/time rate of

increase pairs, consider the pressure minimumPmin5p(i) and
the subsequent pressure maximum atPmax5p(j) in Fig. 3.
The pressure rise/time rate of increase pairs were calculated
as

Dp5pmax2pmin5p~ j !2p~ i !,

dp/dt5max@~p~k11!2p~k!!/Dt# ~7!

5max@~p~k11!2p~k!! f sample# for k5 i , j 21.

The shock pressure rise is, then, the overall pressure rise,
whereas the time rate of increase is the maximum instanta-
neous value regardless of where it occurs within the period
of pressure rise. The pressure difference in the time rate of
increase calculation in Eq.~7! is limited by the quantization
steps in the data at low pressures, the effect of which is seen

in some of the results. The pressure rise/time rate of increase
pairs presented are limited to those for which the pressure
rise was at least 0.3% or more of the maximum pressure rise
measured at that site.

Figures 7–9 contain plots of the time rate of increase
versus pressure rise. In these figures, the solid black line with
the lesser slope isdp/dt525000Dp. This line provides an
indication of the limit imposed on the results by both the
high-frequency instrumentation response and the data sample
rate; see Eq.~7!. The two steeper parallel lines, labeled 1 and
2, follow a pressure-squared dependence. The difference be-
tween these pressure-squared lines is that line 2 reflects a
lower diffusivity corresponding to the shorter rise times of
stronger shocks where 1/t rise. f N2

. These two lines will be
referred to as ‘‘the longer rise time shock fit,’’ line 1, and
‘‘the shorter rise time shock fit,’’ line 2.

The Titan IV data sets in Fig. 7 span the greatest varia-
tion in distance from the source of any of the time-domain
data sets available. The results in this figure are ordered from
the furthest to the closest site to the source, starting clock-

FIG. 7. Time rate of increase versus
magnitude of pressure rise for the Ti-
tan IV sites, ordered from farthest to
closest to the source. Starting clock-
wise from top left: ~a! site E
;15.2 km from the source;~b! site D
;6.69 km; ~c! site C;3.94 km; ~d!
site B;2.3 km; and~e! site A (left)
;950 m from source. See the text.
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wise from the top left, so that plots for the next-nearest sites
are directly adjacent and visual comparisons are more easily
made. The longer rise-time shock fit, line 1 in the Fig. 7
plots, was chosen so as to provide a visual best fit through
the portion of the site E data@Fig. 7~a!# following a pressure-
squared dependence. The shorter rise-time shock fit, line 2,
was chosen to do the same for the site C data@Fig. 7~c!.
There is an offset corresponding to a factor of 12 between
these two lines.

Beginning with Fig. 7~a!, it can be seen that for the

larger pressure rises the data begin to follow the longer rise-
time shock fit~line 1!. Then, moving closer to the source in
Figs. 7~b! and then~c!, it can be seen that the larger pressure
risedata begins a transition from the longer rise-time shock
fit to the shorter rise-time shock fit~line 2!. By site B in Fig.
7~d!, however, the high-frequency instrumentation limit is
affecting the results; at the closest Titan IV measurement,
site A in Fig. 7~e!, the results are severely affected by the
limited instrumentation bandwidth.

In Fig. 8, the time rate of increase versus pressure rise

FIG. 8. Time rate of increase versus
magnitude of pressure rise for Titan IV
sites A and E compared to those for
random noise with a 1.5-ms delayed
reflection and the same spectral distri-
butions: black crosses—Titan IV site
A; black triangles—Titan IV site E;
gray circles—corresponding normal
random noise sets. See the text.

FIG. 9. Time rate of increase versus
magnitude of pressure rise for the
Scout sites, ordered from farthest to
closest to the source. Clockwise from
top left: ~a! site D;1.41 km from
source; ~b! site C;1.09 km; ~c! site
B;740 m; and ~d! site A;400 m
from source. See the text.
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for Titan IV sites E and A~the most distant and closest sites!
are compared to the same for the random noise sets. It can be
seen from Fig. 8 that the random noise data do not follow the
pressure-squared dependence regardless of the pressure rise
magnitude. In contrast, the actual data follow a random data
trend up until a transition pressure, where they then begin to
display the shock behavior predicted by Eq.~6!. This is very
evident in the site E data in Fig. 8, but it is obscured by
high-frequency instrumentation limits at site A.

In the Scout results plotted in Fig. 9, the shorter rise-
time shock fit was placed so as to provide a visual best fit
through the Scout site B data in Fig. 9~c!. The factor of 12
offset between the shorter and longer rise-time shock fits
found for the Titan IV data~Fig. 7! was used in the Scout
plots to place the longer rise-time shock fit relative to the
shorter rise time fit in Fig. 9; there were no data sets suffi-
ciently far away from the source to establish the longer rise-
time shock fit based on a visual best fit through the data.
Note that the offset between the pressure-squared depen-
dence expected when 1/t rise, f N2

and that when 1/t rise. f N2

will depend on the temperature and relative humidity, which
in all likelihood actually did differ between the Scout and the
Titan IV measurements. The effect of the instrumentation
bandwidth limit begins to be seen in the site A results@Fig.
9~d!#.

Values ofd corresponding to the longer and shorter rise-
time shock fits~lines 1 and 2, respectively! in the Titan IV
data, Fig. 7, and to the shorter rise-time shock fit in the Scout
data, Fig. 9, were estimated using Eq.~6!. The diffusivity
values corresponding to the shorter~line 2! and longer~line
1! rise-time shock fits in the Titan IV plots, Fig. 7, ared
;1.2431023 m2/s and d;1.4931022 m2/s, respectively.
The diffusivity value determined for the shorter~line 2! rise-
time shock fit in the Scout data, Fig. 9, isd
;1.33x1023 m2/s. Because the temperature and humidity
were not recorded, one can only bound reasonably expected
values ofd. Values for a range of temperatures and relative
humidities that might reasonably be expected at the measure-
ment sites are given in Table III.

These results indicate that rocket noise can be viewed as
a distribution of weak shocks plus small-scale~relatively
small pressure rise! random noise. As the propagation dis-
tance increases, the importance of the shocks decreases and
the noise becomes more nearly a random noise distribution
subject to linear absorption laws. Even 15 km from the
source, however, the Titan IV sound-pressure data retained
vestiges of weak shock behavior. See Figs. 5 and 7~a!.

C. Power spectral densities

Gurbatovet al.11 found that for initially Gaussian ran-
dom noise in a lossless medium, the spectrum beyond the
shock formation distance approaches one with a spectrum
that increases asf 2 at low frequencies and decreases as 1/f 2

at high frequencies. The 1/f 2 drop-off in the power spectrum
is expected for a sawtooth orN wave,11 and indicates that the
high-frequency end of the spectrum is controlled by the
shocks. In a lossy fluid, the spectrum will drop off more
rapidly due to absorption at very high frequencies. Kang and
Pierce found that it was the rise portion of a steady-state
shock that controls the rate at which the energy spectrum
decreases at very high frequencies.22 They found that the
1/f 2 ~6-dB per octave! slope expected for a sawtooth- orN
wave held up tof 51/t rise. Beyond this frequency, the spec-
trum dropped off at 12 dB per octave.~In Chap. 12 of Ref.
11, Gurbatov states that ‘‘if shock fronts are considered to be
perfect discontinuities of zero duration, the spectrum falls off
according to the power lawv22. In a dissipative medium at
sufficiently high frequencies, this law is replaced with the
exponential dependence ofe2vtr, wheret r characterizes the
shock rise time. In a medium with weak attenuation and
dispersion...the high-frequency spectrum falls off’’ asv24.
This is a drop off rate of 12 dB per octave.!

Sound-pressure PSDs are calculated using a Hanning
window and 50% overlap processing. The PSDs are derived
from FFTs with a spectral resolution of 2.93 Hz below 400
Hz and 11.82 Hz above 400 Hz. In the PSD plots, straight
~dotted black! lines are used to indicate thef 2 and 1/f 2 de-
pendences at low and high frequencies, respectively.

The PSDs for the Titan IV and Scout data sets are plot-
ted in Fig. 10. Figures 10~a! and ~c! are the PSDs for the
Titan IV and Scout data sets, respectively, without any cor-
rections. In Figs. 10~b! and~d!, the levels at the more distant
sites have been corrected for spherical spreading, only, to the
equivalent levels at site A. High-frequency noise-floor effects
can be seen in the Scout site D and Titan IV sites D and E
spectra.@Dimensionless forms of Figs. 10~b! and ~d! were
provided in Ref. 2.#

The spectra at the closest measurement sites display
spectral slopes at high and low frequencies that are very
close to those expected for sawtooth waves and to those mea-
sured forN waves,15 as indicated by the straight dashed lines
at the top of each plot. The slightly steeper slope at high
frequencies in the Titan IV site A PSD may be due to instru-
mentation roll-off. Within the uncertainty of the data and the
measurement systems, no further waveform steepening

TABLE III. Relaxation frequencies and diffusivities~for 1/t rise, f O2
) over a range of temperatures and relative

humidities.

T RH
f N2

Hz
f O2

Hz
d in m2/s
1/t rise. f N2

d in m2/s
1/t rise, f N2

Ratio of d
values

21 °C 30% 90 4 618 1.388E203 1.475E202 11
50% 222 17 710 3.633E204 5.766E203 16
70% 438 42 696 1.518E204 2.891E203 19

15.6 °C 50% 151 10 656 6.025E204 8.555E203 14
70% 299 27 303 2.363E204 4.253E203 18
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~which would be reflected in the high-frequency end of the
spectrum! is evident beyond the nearest measurement site.

Although not apparent in Fig. 10~a!, there must have
been absorptive losses between Titan IV sites A, B, and C.
That these losses are not reflected in 0–20-kHz spectra of
Figs. 10~a! and ~b! once again indicates that the instrumen-
tation bandwidth was not sufficient. It is interesting to note
the appearance of a second steeper slope in the most distant
Titan IV site E spectrum between;1000 and 2000 Hz. The
rise time of the shock with the highest time rate of increase at
this site was estimated, from Fig. 5, to be 2–3 ms, which
corresponds tof 5333– 500 Hz. The change in slope of the
site E spectrum occurs, however, above 1000 Hz. The rela-
tionship between the knee in the site E spectrum, the slope in
the spectrum above this frequency, and the distribution of
shock rise times bears further investigation.

Again, these results indicate that rocket noise can be
viewed as a distribution of weak shocks plus small-scale
~relatively small pressure rise! random noise. Over a consid-
erable distance, absorption is concentrated at the shock fronts
and the spectrum maintains a high-frequency slope close to
that expected for a sawtooth wave—up to a frequency on the
order of 1 over the shock rise time.

D. Howell and Morfey’s Q ÕS plots

Howell and Morfey4–6 examined the influence of non-
linear effects on the power spectral density,S(v), starting
from the generalized Burger’s equation with frequency-
dependent absorption. For spherical spreading, one of their
results can be written

1

2

]

]r
S~r ,v!52S 1

r
1

dv2

co
3 DS~r ,v!2

b

2roco
3 Q~r ,v!,

~8!

where Q(r ,v)5 imag@FT(p2)"(FT(p))* #, i.e., the imagi-
nary part of the cross spectrum of the pressure squared and
the pressure. The ratio of the second to the first term on the
right-hand side provides an indication of the relative impor-
tance of nonlinear effects as a function of frequency

r

~11rdv2/co
3!

b

2roco
3

Q~r ,v!

S~r ,v!
. ~9!

Defining normalized quantitiesQN andSN as

Q~r ,v![prms
3 QN~r ,v! and S~r ,v![prms

2 SN~r ,v!,

and usingprms' por o /r , Eq. ~9! becomes

FIG. 10. Sound-pressure power spectral densities:~a! Titan IV PSDs;~b! Titan IV PSDs corrected—for spherical spreading only—to equivalent levels at Titan
IV site A; ~c! Scout PSDs; and~d! Scout PSDs corrected—for spherical spreading only—to equivalent levels at Scout site A. Results represent 57 or more
spectral averages.
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por o

~112ar !

b

2roco
3 FQN~r ,v!

SN~r ,v! G . ~10!

The substitution ofp'por o /r assumes that absorption has a
negligible effect on the overall rms pressure. This is a good
assumption for the rocket data examined here, because the
peak frequencies in the sound power spectral densities are
below 100 Hz. At distances and frequencies wherer
!1/2a, the quantity in Eq.~10! is independent ofr . The
term in square brackets in Eq.~10! will be examined as a
measure of the influence of nonlinear energy transfer on the
noise spectra. In theQN(r ,v)/SN(r ,v) plots, a 4-Hz resolu-
tion is used up to 400 Hz and a 40-Hz resolution used above
400 Hz. Gray filled circles are used to indicate values where
Q(r ,v) was positive, corresponding to energy transfer out of
the spectrum at that frequency; black triangles indicate en-
ergy transfer into a frequency.

In Fig. 11, the results obtained for the shaped random
noise of the same spectral distribution as the closest Titan IV
site and with a 1.5-ms delayed reflection are shown. The
reflection~see the spectral dip in the PSDs of Fig. 10! results
in an increase in values ofQN(r ,v)/SN(r ,v), although it is
clear that there is no real net positive or negative energy
transfer across any frequency range. These results can be
contrasted with those obtained for the Titan IV data sets in
Fig. 12. In Fig. 12, there is a clearly defined low-frequency
region associated with energy transfer out of the spectrum
~gray filled circles!. The peak occurs at a frequency a little
above the peak frequency in the PSDs of Fig. 10. Reflective
interference effects are also evident between 100 and 600
Hz.

Consider the plots for sites A through C in Figs. 12~e!,
~d!, and~c!, respectively. The plots in Fig. 12 indicate that at
each of these sites energy is being transferred to frequencies
above 1000 Hz and that this energy transfer is increasingly

significant ~relative to the PSD levels! as the frequency in-
creases. After accounting for spherical spreading, the 0–20
kHz PSDs at these sites~Fig. 10! were practically the same.
It is believed that the final ramp-up in theQN(r ,v)/SN(r ,v)
results above 15 kHz in Fig. 12 is a consequence of instru-
mentation limits.

The results for site D, Fig. 12~b!, do not rise consistently
above 10 kHz, but begin to drop off above;11 kHz. It can
be seen from Fig. 10 that high-frequency absorption effects
were first apparent in the spectrum at this site. Above about
18 kHz, the values ofQN(r ,v)/SN(r ,v) at site D are ran-
domly positive and negative, suggesting that the results are
in the noise floor. This can also be seen in the values of
QN(r ,v)/SN(r ,v) at site E, Fig. 12~a!, above;1400 Hz.

Plots ofQN(r ,v)/SN(r ,v) are given for the Scout sites
in Fig. 13. The peak frequency in the Scout PSDs is around
60 Hz. Based on the Titan IV results just presented, energy
transfer out of the spectrum may be expected to peak at a
frequency somewhat above this. The lack of a smooth rise
and fall in the values around this peak, as was seen in the
Titan IV results, may be attributable to reflective interference
effects. At frequencies above 2 kHz, the results for sites A
through C indicate increasingly significant energy transfer
into the spectrum with increasing frequency. The effect of
absorption on the Scout PSDs~Fig. 10! was not seen in the
0–20-kHz spectra until site D. In Fig. 13~a!, it can be seen
that at this site there is a rapid decrease in energy transferred
into the spectrum above 14 kHz.

A question that one might hope to answer based on these
and the spectral results is, ‘‘Beyond what distance and above
what frequency can linear absorption be assumed?’’ How-
ever, correct interpretation of the results in Figs. 12 and 13 is
not entirely clear. Further study of the meaning of specific
features and the magnitudes in theQN(r ,v)/SN(r ,v) plots

FIG. 11. QN(r ,v)/SN(r ,v) for
shaped random noise with 1.5-ms de-
layed reflection and same PSD as Ti-
tan IV site A. Gray filled circles indi-
cate values where Q(r ,v) was
positive, corresponding to energy
transfer out of the spectrum at that fre-
quency; black triangles indicate en-
ergy transfer in.
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for these and other types of sound-pressure distributions is
needed.

IV. CONCLUSION

Rocket noise data measured at far-field locations during
the launch of a large rocket~Titan IV! and a smaller rocket
~Scout! were examined. Shocks were present in the data

measured at all of the measurement sites. Plots of the maxi-
mum time rate of increase versus pressure rise followed a
trend consistent with random noise at low pressures and,
then, transitioned to the pressure-squared dependence ex-
pected for shocks at higher pressures. The bandwidth of the
instrumentation used to measure the data (;5 – 20 kHz) was
clearly not sufficient to accurately measure the rise phase of

FIG. 12. QN(r ,v)/SN(r ,v) for Titan IV sites, ordered from farthest to closest to the source. Starting clockwise from top left:~a! site E;15.2 km from the
source;~b! site D;6.69 km; ~c! site C;3.94 km; ~d! site B;2.3 km; and~e! site A (left);950 m from source. Gray filled circles indicate values where
Q(r ,v) was positive, corresponding to energy transfer out of the spectrum at that frequency; black triangles indicate energy transfer in.
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the shocks at the three closest measurement sites for both the
small and large rocket; also, the data sets contained ground
reflections that influenced the results.

Power spectral densities of the noise measured during
the period of maximum acoustics displayed high- and low-
frequency spectral slopes very close to those expected for
noise dominated by fully developed shocks. The PSDs at the
two or three closest measurement sites retained a nearly self-
similar shape over the 0–20-kHz frequency range, appearing
to reflect an absence of atmospheric absorption. It is believed
that an increase in shock thicknesses with increasing distance
~due to absorption! would have been reflected in the spec-
trum at frequencies above 20 kHz.

A metric developed by Morfey4 to assess the relative
importance of nonlinear effects indicated a consistent but
relatively small energy transfer out of the spectrum at low
frequencies near the peak in the sound-pressure PSD. Mid-
frequency results were rendered useless by reflective inter-
ference effects. Energy transfer was into the spectrum at high
frequencies, up until a frequency and distance at which ab-
sorption effects dominated.

In summary, the far-field noise radiated by rockets~and,
perhaps, high-power afterburning turbojets engines! is char-
acterized by shocks. The propagation of these shocks must
be included in propagation models if high-frequency levels,
as needed for environmental impact assessments, are to be
estimated as a function of distance from the source. Initial
shock thicknesses will have to be characterized experimen-
tally and will require instrumentation with a bandwidth well
in excess of 20 kHz. Reflection-free data are essential if

meaningful assessments of the statistical properties of the
noise are to be made.
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Nonlinear acoustic scattering by a partially closed
surface-breaking crack

Claudio Pecorari and Milan Poznić
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A theoretical model describing the nonlinear scattering of acoustic waves by surface-breaking
cracks with faces in partial contact is presented. The nonlinear properties of the crack are accounted
for by suitable boundary conditions that are derived from micromechanical models of the dynamics
of elastic rough surfaces in contact. Both linear and nonlinear responses of the crack are shown to
be largest for a shear vertical wave incident on the surface containing the crack at an angle just
above the critical angle for longitudinal waves. These findings question the fitness for the purpose
of a conventional inspection method, which utilizes shear vertical waves at 45° of incidence to
search for surface-breaking cracks in many engineering components. For angles of incidence
proximal to the critical angle of longitudinal waves, the efficiency of the second harmonic’s
generation appears to be the highest. Thanks to the increased sensitivity to surface-breaking cracks,
this configuration seems to offer a solution to the localization problem, a task that has eluded
nonlinear techniques operating under other circumstances. Finally, this model suggests a simple
interpretation of the highly localized nonlinear response of delaminations in composite materials.
© 2005 Acoustical Society of America.@DOI: 10.1121/1.1850052#

PACS numbers: 43.25.Dc, 43.25.Jh, 43.25.Ts, 43.35.Zc@MFH# Pages: 592–600

I. INTRODUCTION

Material components containing cracks respond to an
external dynamic perturbation in a nonlinear manner.1,2 For
instance, when insonified by a harmonic wave, the spectrum
of the acoustic response of a cracked sample has been shown
to display higher-order harmonic components, which are not
found in samples without cracks. Similarly, if a component
containing a partially closed crack is tested simultaneously
by two harmonic waves of frequenciesf 1 and f 2 , with f 1

@ f 2 , signals are generated within the sample, which contain
sideband components at frequenciesf 16 f 2 . These, again,
are not found in the acoustic fields generated by scattering
events in material components without cracks.

An even richer phenomenology3 can be observed when
the amplitude of the excitation is increased beyond the
threshold value at which clapping between the crack’s faces
is activated. For example, the generation of subharmonic
components, which is the first step toward a chaotic regime
of vibration, can be observed by progressively increasing the
excitation amplitude. Nonlinear effects caused by the dissi-
pation of the acoustic energy have also been reported in ex-
periments conducted on cracked glass samples.4,5

The experiments mentioned above are often performed
with continuous waves at frequencies that are well below the
MHz range, so that the wavelength of the waves propagating
within the inspected component is of the order of several
centimeters. As the whole volume of the material is insoni-
fied, and the acoustic response is commonly detected by us-
ing a stationary sensor, the localization of the defect under
such experimental conditions is a very difficult task.

An important variation of this approach is that devel-
oped by Krohnet al.6 in which the local response of a com-
posite plate to a low-frequency, large-amplitude acoustic
wave source is detected by a scanning laser interferometer. In

these experiments, the plate’s thickness is much smaller than
the wavelength of the probing acoustic wave. The large val-
ues of the wave amplitude utilized in these experiments sug-
gest that the mechanism responsible for the nonlinear re-
sponse of the plate is clapping between the faces of the
delamination. This hypothesis is further supported by the
presence of harmonics of very high order in the scattered
acoustic field. Images of the plate formed by displaying the
amplitude variation of higher-order harmonics, or other non-
linear components, show a feature of great importance for
practical applications: the highly localized nonlinear re-
sponse of the defect, which decays by as many as 20 dB as
the observation point moves away from the defect. A con-
vincing explanation of such an interesting phenomenon has
yet to be provided.

A few authors have developed models that predict the
nonlinear response of cracks with faces interacting with each
other. Achenbach and Norris7 have analyzed the effect of
clapping on the linear response of a crack insonified by an
incident wave. Boundary conditions along the crack’s faces,
which require the continuity of the total displacement when
the crack is closed, and set the total applied stress to zero
when the crack is open, have been used. Hirose and
Achenbach8 have developed a sophisticated mathematical
approach to modeling nonlinear scattering by a circular crack
with clapping faces. The time evolution of the clapping faces
is followed by numerically solving an appropriate integral
equation, the solution of which is used to evaluate the scat-
tered field in the space–time domain. The harmonic content
of the scattered field is recovered via a Fourier analysis of
the latter. A similar approach has also been adopted by
Hirose,9 who employs more realistic boundary conditions at
the crack’s face. In fact, Hirose considers the interaction be-
tween the crack’s faces to occur only at discrete locations
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and at instants that are determined by the time evolution of
the applied load, by the crack’s initial conditions, and by the
topography of the two surfaces. Donskoy, Sutin, and
Ekimov10 have proposed a simplified mathematical scheme
to account for the effect of the nonlinearity introduced by
Hertzian contacts between the crack surfaces that are as-
sumed to be rough and nonconforming. To this end, they
have used the spring model11 for imperfect interfaces to for-
mulate the nonlinear boundary conditions at the surface of
the crack. Thus, the dynamics of a collection of contacts is
simulated by that of two distributions of nonlinear springs
having normal and tangential stiffness constants,KN and
KT , respectively. Donskoyet al., however, have considered
only the effect of the normal mode of vibration on the non-
linear scattering process.

While all the theoretical work cited above concerns it-
self with cracks that are imbedded into the bulk of the host-
ing material component, in this investigation the focus is on
the acoustic response of surface-breaking cracks, of which
stress-corrosion cracks are typical and extremely important
examples. The mathematical description of the problem at
hand is provided by an extension of a previous model12 deal-
ing with the linear wave scattering by surface-breaking
cracks with faces in partial contact to include the generation
of the second harmonic component. As in the work of Don-
skoy et al., the spring model for imperfect interfaces is em-
ployed to incorporate the nonlinear properties of the crack
into the boundary conditions enforced on the total scattering
field along the crack faces. In this investigation, however, the
nonlinear dynamics of rough surfaces in contact is described
in terms of a more recent approach.13 The latter yields the
nonlinear dependence of both spring constants,KN andKT ,
on the local relative approach between the crack’s faces. A
closer examination shows that both the force law governing
the interaction between asperities in contact and the surface
topography play a key role in determining such dependence.
The nonlinear scattering problem is solved by using a stan-
dard perturbation technique, the small perturbation parameter
naturally arising from the normalization of the boundary
conditions as a measure of the system’s nonlinearity. The
dependence of the scattered second harmonic on the type of
incident wave, on the interface spring constants, on the crack
depth, and on the spatial coordinates of the observation point
is investigated. The spatial evolution of the linear and non-
linear components of the scattered field is also evaluated up
to distances of the order of ten wavelengths of the incident
wave from the crack. A discussion of the relevance of these
results on the nondestructive inspection of components con-
taining surface-breaking cracks concludes this work.

As a final remark, it is stressed that the purpose of the
model developed in this work is limited to the following:~i!
providing general guidance to optimize the configuration of
the inspection system to detect shallow surface-breaking
cracks; and~ii ! aiding physical intuition in the interpretation
of experimental results with respect to the role played by the
relevant physical and geometrical parameters of the system.
No claim is made as to the potential use of this model to
accurately predict the acoustic response of real cracks in
hosting materials with a complex microstructure. The num-

ber of parameters determining the acoustic response of a real
crack under such circumstances is too large, and our knowl-
edge of their values is so poor that the goal of providing
accurate theoretical predictions of acoustic scattering experi-
ments carried out in real life situations is simply unattainable
at the present time and, perhaps, will remain so for some
time.

II. THEORY

A complete set of boundary conditions to be enforced on
the total acoustic field at an interface between two rough
surfaces in contact has been derived by Pecorari13 under the
assumption that the interaction between the asperities is
purely elastic. If the interface is assumed to coincide with the
plane of equationx150, the boundary conditions are

1

2
~s31

1 1s31
2 !5KT,0 Dn2KT,N Du Dn2

1

2
KT,1F ~Dn2

2Dnmax
2 !sgnS ]Dn

]t D1Dn DnmaxG , ~1a!

1

2
~s11

1 1s11
2 !5KN,0 Du2KN,1 Du2, ~1b!

s31
1 5s31

2 , ~1c!

s11
1 5s11

2 . ~1d!

In Eqs. ~1a!–~1d!, u and n are the components of the total
displacement in thex1 and x3 directions, respectively,Du
5(u12u2) and Dn5(n12n2) are the corresponding in-
terface opening displacements, ands i j

1,2 , with i, j 51, 3, is
the i j th stress component of the stress field acting on the
interface. The superscript1~2! refers to the half-spaces for
which x1 is positive~negative!. All the field quantities are to
be understood to be functions of time,t. The coefficientsK’s
are derived from suitable micromechanics models, which as-
sume the elastic normal and tangential interaction between
asperities to be described by the Hertz14 and Mindlin and
Deresiewicz15 models, respectively, of two elastic spheres in
contact. In particular,KN,0 andKT,0 can be found to be13

KN,05nK E

12n2L ^b1/2&E
0

d0
~d02z!1/2w~z!dz, ~2!

and

KT,052nK E

~11n!~22n!L ^b1/2&E
0

d0
~d02z!1/2w~z!dz.

~3!

In Eqs.~2! and~3!, n is the number of contacts per unit area,
E andn are the Young modulus and the Poisson ratio of the
material, respectively,b is the radius of curvature of the
asperities, andw is the height distribution of the asperities of
the composite surface. The latter is defined by a linear com-
bination of the profiles of the two surfaces, which maps the
actual contacts of the interface onto the asperities of the com-
posite surface.13 The quantityd0 defines the approach be-
tween the mean planes of the two rough surfaces caused by
the external load, and it is null when no external pressure is
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acting on the interface. The symbol^¯& indicates a statistical
average. Thus,KN,0 andKT,0 can be evaluated numerically in
terms of the mechanical and topographic properties of the
two rough surfaces in contact. The magnitude ofKN andKT

varies with the load applied to the interface, and so does the
ratio KT /KN , which, however, remains of the order of 0.5.
Similar expressions can be found forKN,1 , KT,1 , andKN,T .
The reader who is interested in further details is referred to
the original paper.13

To the first order of approximation, the nonlinear effect
due to the hysteretic component of the tangential stiffness is
shown to be responsible for the generation of higher harmon-
ics of odd order, the magnitude of which is considerably
smaller than that of the second harmonic generated by the
nonlinearity due toKN . For this reason, in Eq.~1a! those
terms that are linked to the latter mechanism can be ne-
glected to obtain the following simplified version of nonlin-
ear boundary conditions:

1

2
~s31

1 1s31
2 !5KT,0 Dn2KT,N Du Dn, ~4a!

1

2
~s11

1 1s11
2 !5KN,0 Du2KN,1 Du2, ~4b!

s31
1 5s31

2 , ~4c!

s11
1 5s11

2 . ~4d!

Equations~4a! and~4b! describe an imperfect interface,
the stiffness constants of which increase when the surfaces in
partial contact approach each other. Furthermore, since the
spring model for an imperfect interface is an effective ap-
proach to describing the interface properties, and the latter
are assumed constant along the interface, the term ‘‘partial
contact’’ is to be understood as referring to the discontinuity
of the contact that occurs at a microscopic level.

The mathematical formulation of the problem in which
an incident wave is scattered by a surface-breaking crack
with nonlinear boundary conditions is presented next. The
crack is assumed to be positioned on the positive semiplane
of equationx150, with its mouth placed at the origin of the
coordinate system, while its tip reaches a depthd below the
surface of the medium. The latter occupies the half-space
defined byx3>0 ~see Fig. 1!.

Following the approach by Achenbachet al.16 and Men-
delsohnet al.,17 the original problem is decomposed into a
symmetric and an antisymmetric part, which are solved in

the quarter-spacex1>0, x3>0. The boundary conditions as-
sociated with these problems are as follows:symmetric prob-
lem,

s13
1 50, x150, 0<x3,`, ~5a!

s11
1 5KN,0 Du2KN,1 Du2, 0<x3,d, ~5b!

u50, d<x3,`; ~5c!

antisymmetric problem,

s11
1 50, x150, 0<x3,`, ~6a!

s13
1 5KT,0 Dn2KT,N Du Dn, 0<x3,d, ~6b!

n50, d<x3,`. ~6c!

In Eq. ~5b! and Eq.~6b!, s i j
1 are the components of the total

stress field on the side of the crack facing the quarter-space
for which x1.0. They include the contribution of the inci-
dent wave. In both problems, the componentss33 ands31 of
the total stress field must be null at the surfacex350. Note
that, in view of the continuity ofs11 and s31 across the
contacting surfaces of the crack as given by Eqs.~4c! and
~4d!, Eq. ~5b! and Eq.~6b! can be formulated only in terms
of the total stress components on the positive face of the
crack.

Since the material half-space supporting the propagation
of the acoustic waves is linear, the same equations of motion
used by Achenbachet al.16 and Mendelsohnet al.17 apply,

cL
2 ]2u

]x1
2

1cT
2 ]2u

]x3
2

1~cL
22cT

2!
]2n

]x1 ]x3
5

]2u

]t2
, ~7!

cL
2 ]2n

]x1
2

1cT
2 ]2n

]x3
2

1~cL
22cT

2!
]2u

]x1 ]x3
5

]2n

]t2
. ~8!

In Eq. ~7! and Eq.~8!, cL andcT are the phase velocities of
longitudinal and shear waves, respectively.

It is convenient to formulate the problem in nondimen-
sional form. To this end, the displacement components are
normalized with respect to the amplitude of the incident
wave, Ain : U5u/Ain , V5n/Ain ; the coordinates are res-
caled with respect to the wave number of the longitudinal
wave, kL : xi5Xi /kL , and time is normalized byv: t
5t/v. Then, Eq.~7! and Eq.~8! become

]2U

]X1
2

1
1

k2

]2U

]X3
2

1S 12
1

k2D ]2V

]X1 ]X3
5

]2U

]t2
, ~9!

]2V

]X1
2

1
1

k2

]2V

]X3
2

1S 12
1

k2D ]2U

]X1 ]X3
5

]2V

]t2
, ~10!

in which k5cL /cT .
The boundary conditions are also similarly transformed,

and, in particular, Eq.~5b! and Eq.~6b! become

k2
]U1

]X1
1~k222!

]V1

]X3
5K̄N~12e DU !DU, 0<X3,D,

~11!

FIG. 1. Schematic representation of the surface-breaking crack and of the
coordinate systems used in the model.
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]U1

]X3
1

]V1

]X1
5K̄T~12e DU !DV, 0<X3,D, ~12!

respectively, whereD5kLd. In the latter equations,U1 and
V1 are the normalized total displacement components on the
positive side of the crack, whileK̄N5KN,0 /(kLm) and K̄T

5KT,0 /(kLm) are the normalized normal and tangential in-
terfacial stiffness, wherem is the shear modulus of the ma-
terial. Finally,e5(KN,1 /KN,0)Ain5(KT,N /KT,0)Ain measures
the relative variation of the normal and of the tangential in-
terfacial stiffness due to a change of the normal interface
opening displacement equal to the amplitude of the incident
wave.13 Note that the proportionality betweene andAin im-
plies the quadratic dependence of the amplitude of the actual
scattered second harmonic onAin . The magnitude ofe can
be shown to be a monotonically decreasing function of the
normalized interfacial stiffness, always being much smaller
than one, except for interfaces that are nearly open, for which
it tends to diverge. In this work, the dependence ofe on the
normalized interface stiffnessK̄N is that found by Pecorari13

for a steel–steel interface between two rough surfaces with
rms roughnesss50.23 mm ~Fig. 2! each, and an incident
longitudinal wave with an amplitudeAin53 nm. Thanks to
this behavior of the nonlinear parametere, perturbation
theory can be used to search for an approximate solution of
the problem for nearly all the physically attainable interface
conditions. Thus, solutions of the normalized equations of
motion are sought in terms of power series of the small pa-
rametere,

U~XW ,t!5U0~XW ,t!1eU1~XW ,t!1¯, ~13!

V~XW ,t!5V0~XW ,t!1eV1~XW ,t!1¯, ~14!

where the terms proportional toe or its powers play the role
of small corrections toU0 andV0 . By introducing the power
series forU andV in the boundary conditions associated to
the problem, and regrouping the terms that contain the same
power of e, a hierarchy of sets of boundary conditions for
Um andVm , m50,1,..., is obtained. In particular, the bound-
ary conditions derived from Eqs.~5a!–~5c! for the solutions
of the symmetric zeroth-order problem are found to be

]U0
1

]X3
1

]V0
1

]X1
50, X150, 0<X3,`, ~15a!

k2
]U0

1

]X1
1~k222!

]V0
1

]X3
5K̄N DU0 , 0<X3,D,

~15b!

U050, D<X3,`, ~15c!

while those for the antisymmetric one are

k2
]U0

1

]X1
1~k222!

]V0
1

]X3
50, X150, 0<X3,`,

~16a!

]U0
1

]X3
1

]V0
1

]X1
5K̄T DV0 , 0<X3,D, ~16b!

V050, D<X3,`. ~16c!

Similarly, those for the symmetric first-order problem are

]U1
1

]X3
1

]V1
1

]X1
50, X150, 0<X3,`, ~17a!

k2
]U1

1

]X1
1~k222!

]V1
1

]X3
5K̄N DU12K̄N DU0

2,

0<X3,D, ~17b!

U150, D<X3,`, ~17c!

while the boundary conditions for the antisymmetric problem
are

k2
]U1

1

]X1
1~k222!

]V1
1

]X3
50, X150, 0<X3,`,

~18a!

]U1
1

]X3
1

]V1
1

]X1
5K̄T DV12K̄T DV0 DU0 , 0<X3,D,

~18b!

V150, D<X3,`. ~18c!

Note the termsK̄N DU0
2 in Eq. ~17b! andK̄T DV0 DU0 in Eq.

~18b! play the role the incident field has in the zeroth-order
problem. Being products of solutions of the latter problem, in
addition to a time-independent term that is of no importance
in the present investigation, these terms contain contributions
having a frequency that is twice that of the incident wave.
Indeed, the solutions of the equations of motion, Eq.~9! and
Eq. ~10!, having the same period of normalized incident
wave,T52p, can be expressed as a Fourier series over all
the higher harmonics of the fundamental,

U~XW ,t!5 (
m52`

1`

U~XW um!exp~2 jmt!, ~19!

V~XW ,t!5 (
m52`

1`

V~XW um!exp~2 jmt!, ~20!

wheremÞ0, XW 5(X1 ,X3), andU(XW um) andV(XW um) are the
solutions of the coupled linear differential equations,

FIG. 2. Nonlinear parameter versus normalized interfacial normal stiffness.
The interface is formed by two rough surfaces in contact. The rms roughness
of the two surfaces is equal to 0.23mm, and the material is steel. Further
details are to be found in Ref. 13.
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]2U

]X1
2

1
1

k2

]2U

]X3
2

1S 12
1

k2D ]2V

]X1 ]X3
52m2U, ~21!

]2V

]X1
2

1
1

k2

]2V

]X3
2

1S 12
1

k2D ]2U

]X1 ]X3
52m2V. ~22!

Therefore, the solutions of themth-order boundary condi-
tions contain harmonic components of order (m11) at most.
The solutions of Eq.~21! and Eq.~22! for the symmetric
problem can be expressed as follows:

Us~XW um!5
2

p E
0

`

~zAm
s e2maLX3

22k22aTCm
s e2maTX3!sin~mzX1!dz

1
2

p E
0

`

~aLBm
s e2maLX1

12k22zDm
s e2maTX1!cos~mzX3!dz, ~23!

Vs~XW um!5
2

p E
0

`

~aLAm
s e2maLX3

22k22zCm
s e2maTX3!cos~mzX1!dz

1
2

p E
0

`

~zBm
s e2maLX1

12k22aTDm
s e2maTX1!sin~mzX3!dz, ~24!

while those of the antisymmetric problem are

Ua~XW um!5
2

p E
0

`

~zAm
a e2maLX3

22k22aTCm
a e2maTX3!cos~mzX1!dz

1
2

p E
0

`

~aLBm
a e2maLX1

12k22zDm
a e2maTX1!sin~mzX3!dz, ~25!

Va~XW um!5
2

p E
0

`

~2aLAm
a e2maLX3

12k22zCm
a e2maTX3!sin~mzX1!dz

2
2

p E
0

`

~zBm
a e2maLX1

12k22aTDm
a e2maTX1!cos~mzX3!dz. ~26!

In Eq. ~23! to Eq. ~26!, Am
s,a , Bm

s,a , Cm
s,a , Dm

s,a are unknown
functions ofz to be determined by enforcing the appropriate
boundary conditions, andaL andaT are defined on the real
axis so that

aL5H Az221, if z>1,

2 jA12z2, if z,1,

and

aT5H Az22k2, if z>k2,

2 jAk22z2, if z,k2.

The total components of the normalized displacement fields
are recovered from the solution of the symmetric and anti-
symmetric problems according to the following rules:

U~X1 ,X3!5Us~X1 ,X3!1Ua~X1 ,X3!, for X1.0,

U~ uX1u,X3!52Us~ uX1u,X3!1Ua~ uX1u,X3!, for X1,0,

V~X1 ,X3!5Vs~X1 ,X3!1Va~X1 ,X3!, for X1.0,

V~ uX1u,X3!5Vs~ uX1u,X3!2Va~ uX1u,X3!, for X1,0.

The details of the mathematical procedure to solve these
problems were reported in the work of Achenbachet al.16

and Mendelsohnet al.,17 and will not be repeated here. The
only relevant addition to that treatment is the explicit and
repeated use of the harmonic balance method to match the
time dependence of the scattered field with that of the driv-
ing terms given either by the incident field in the boundary
conditions for the zeroth-order problems, or by the products
of the zeroth-order components in Eq.~17b! and Eq.~18b!.
The solutions of the zeroth-order problem, thus, can be
shown to contain only contributions with the same frequency
as the incident field, while those of the first-order system,
disregarding a constant term of no interest for the present
investigation, describe scattered fields with frequency twice
that of the incident wave.

III. NUMERICAL RESULTS

The number of parameters that determine the dynamics
of an interface between two rough surfaces in contact is con-
siderable, and that of those that are required to describe the
nonlinear scattering of an acoustic wave from a surface-
breaking crack with faces in partial contact even more so. As
an exhaustive parametric study would go beyond the scope
of the present work, the focus here is only on those param-
eters that most notably affect the detection and localization
of the nonlinear defect of interest here. Both shear vertical
~SV! and Rayleigh wave incidence are considered next. The
frequency of the incident wave is set to bef 55 MHz, and
the material hosting the crack is steel throughout this work.

A. Shear vertical incidence

SV waves are commonly used for the nondestructive
inspection of components in nuclear power plants and in the
railway industry when searching for cracks breaking the sur-
face opposite that on which the transmitter in placed. Such
waves are often sent into the component along a direction of
propagation that forms an angle of 45° with the normal to the
surface.

Given the importance of SV waves as a probing tool for
surface-breaking cracks, this investigation starts by consider-
ing the effect of the angle of incidence,u in , of such a mode
on the acoustic response of a partially closed, surface-
breaking crack. The angle of incidence is measured from the
x3 axis, that is to say, from the plane containing the crack.
The incident wave is assumed to propagate from infinity to-
ward the stress-free surface with a propagation vectorkWT . In
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all the following simulations, the dependence of the nonlin-
ear parametere on the interface stiffness is that shown in Fig.
2, and the amplitude of the incident wave,Ain , is equal to 3
nm.

Figure 3 shows the dependence on the angle of inci-
dence,u in , of the horizontal components of the nonlinear
backscattered total field at increasing depth within the bulk
of the material. A similar behavior is displayed by the verti-
cal components. The angle of incidence is varied by moving
the observation point along a surface parallel to the stress-
free surface of the half-space. This is done to simulate the
common experimental conditions in which the inspecting
transducer is moved along a surface that is parallel to that
containing the crack. Note that in this and all the subsequent
figures the following notation convention has been used:
U(XW um)5Um(XW ), andV(XW um)5Vm(XW ). The most relevant
feature of Fig. 3 is the marked peak around the critical angle
of the longitudinal wave,uL , which is equal to 34° in steel.
Needless to say, the validity of the considerations that follow
does not depend on the specific value of the critical angle,
uL , which may vary with the material. The enhanced re-
sponse atuL can be easily explained by considering that, at
uL and in a small neighborhood of it, the amplitude of the
reflected longitudinal wave can be considerably larger~in
fact, in steel it is 4.3 times larger! than the amplitude of the
incident wave. Furthermore, in the neighborhood ofuL the
dominant component of the total incident field iss11, which,
more efficiently than any other, excites the normal vibration
mode of the crack. Of relevance because contrary to the as-
sumptions underlying the method most commonly employed
to search for surface-breaking cracks is also the considerably
smaller response around 45° angle of incidence. Not surpris-
ingly, similar considerations and results are found to hold
also for the scattered waves with frequency equal to that of
the incident field. Finally, as similarly displayed also in Fig.
5 later, the amplitude of the scattered signal is shown to vary
in a nonmonotonic way as the coordinate of the observation
point varies.

The effect of the crack’s depth on the modulus of the
normalized horizontal and vertical displacement components
of the second harmonic component is illustrated in Fig. 4.
The angle of incidence of the incident SV wave is equal to

34°, while the normalized interface stiffness and the nonlin-
ear parameter areK̄N51.95 ande50.144, respectively. The
observation point is placed along the direction of propaga-
tion of the incident wave at a normalized distanceR5kLr
530 from the crack’s mouth, wherer indicates the actual
distance. Results concerning the magnitude of the linear
components show the latter to increase up to a value ofD of
the order of 1.5, after which they remain at the same level for
values ofD up to 2. This value ofD corresponds to an actual
crack depth of about 2lT/3, wherelT is the wavelength of
the incident wave. The nonlinear components~see Fig. 4!, on
the other hand, reach their maximum values aroundD51,
after which they tend to decrease, and, similarly to the com-
ponents of the first harmonics,17 further oscillate with ampli-
tudes that decrease with increasing crack depth. Deeper
cracks are expected to produce nonlinear components having
a modulus within the ranges shown in Fig. 4.

The magnitude of the nonlinear response predicted by
the model and presented in these examples is large enough
that some doubt may be cast on the accuracy of a first-order
approximation. A closer examination of the results, however,
shows that for smaller values ofe corresponding to closer
cracks, and at angles of incidence not too close to the critical
angle of the longitudinal waves, the magnitude of the second
harmonic field generated upon scattering is well within the
range of values where the perturbation approach provides
accurate results. Indeed, the case of a SV wave incident at
34° is, to some extent, special. To examine this point, the
dependence of the ratio between the absolute values of the
horizontal displacement of the scattered second and first har-
monic components on the normalized crack dimension,D,
has been examined for two values ofu in , 45° and 60°, which
are commonly used in ultrasonic inspections, as well as for
34°. The results indicate that the response at 45° is always
more than 10 dB below that at 34° incidence for all values of
the normalized crack,D, less than 2. Similarly, the response
at 60° remains considerably below that at 34° incidence for
values ofD,1, and asymptotically approaches the latter for
D.1. The conclusion to draw from this is that, not only the
absolute levels of the linear and nonlinear backscattered
fields are higher at the critical angle for longitudinal waves

FIG. 3. Normalized backscattered horizontal displacement of the nonlinear
field versus the angle of incidence for increasing values of the normalized
depth of the observation point. The latter is measured in terms of the nor-
malized crack’s depth,D. The normalized crack’s depth isD50.5, while
K̄N51.95 ande50.144.

FIG. 4. Normalized backscattered components of the nonlinear displace-
ment as a function of the normalized crack’s depth. The angle on incidence
is equal to 34°, and the observation point is at a normalized distance,R,
equal to 30 from the crack’s mouth along the propagation direction of the
incident wave. Also,K̄N51.95 ande50.144.
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than at any other angle of incidence, but also the efficiency
of the second harmonic generation is the highest for angles
of incidence just aboveuL , especially for cracks with depth
D,1. In addition, if accurate numerical evaluations of the
scattered wave field under these conditions are sought, terms
containing higher powers ofe should be retained in the per-
turbation series of Eqs.~13! and ~14!.

Next, the variation of the modulus of the Cartesian com-
ponents of the backscattered displacement field with the dis-
tance from the crack is considered for a shear wave incident
at 34°. The observation point moves along the direction of
propagation of the incident wave. The normalized depth of
the crack is D50.5, which is approximately equal to
0.15lT , while the normalized interface stiffnessK̄N51.95
and the nonlinear parametere50.144. Figure 5 illustrates the
dependence of the scattered second harmonic on the distance
of the observation point from the crack’s mouth,R. The latter
moves along the direction of propagation of the incident
wave, which is defined by the angle of incidenceuL534°.
The horizontal component shows a rapid decay to occur
within a normalized distance equal to 2 from the crack’s
mouth, while the vertical component tends to decay more
slowly. This behavior may be understood in terms of the
increasing constraining effect of the surrounding material on
the motion of the particles as the observation point moves
away from the surfaces of both the crack and half-space.

Figure 6 shows the variation of the modulus ofeU1 and
eV1 with the interface closure, i.e., for increasing values of
the normalized interface stiffnessK̄N . The observation point
is placed along the backscattering direction at a normalized
distanceR530 from the crack’s mouth. The normalized
crack depth isD50.5. After an initial dramatic increase from
2` corresponding to the formation of first contacts, the
modulus of the Cartesian nonlinear components decay in a
monotonic fashion that strongly resembles that predicted for
the nonlinear response on an infinite interface.

In the introduction, results obtained by Krohnet al.6

were reported for their relevance to the issue of defect loca-
tion by means of nonlinear ultrasonic techniques. In particu-
lar, it was mentioned that using laser interferometric detec-
tion, a highly localized nonlinear response of delaminations
could be detected within thin composite plates. It was also

reported that, so far, no convincing explanation for such a
strong localization has been found, although some form of
trapping mechanism of the energy carried by the higher har-
monic wave has been hypothesized.18 Although apparently
simplistic, two remarks are in order. The first concerns the
detection technique employed in that work, which is sensi-
tive to the displacement component normal to the inspected
surface. The second remark regards the fact that the delami-
nation is likely to be roughly parallel to the surface on which
the measurements are carried out. Therefore, considering that
in the experiments mentioned above the wavelength of the
acoustic excitation is much larger than the plate’s thickness,
it is reasonable to conceive that the behavior of the normal
component of the displacement of the higher harmonic wave
detected at the stress-free surface closely resembles the nor-
mal crack opening displacement. Calculations have been car-
ried out with this model and presented in Fig. 7, which illus-
trates the dependence ofeU1 , that is to say, the nonlinear
displacement component normal to the crack surface, on the
coordinateX3 at X1502. The crack’s normalized depth is
D50.5, the normalized interface stiffness and nonlinear pa-
rameter areK̄N51.95 ande50.144, respectively. A sudden
drop of the modulus ofeU1 is observed at the crack tip,
which exceeds 30 dB. This prediction of the model suggests
that the highly localized nonlinear response detected by the
interferometric technique follows the spatial dependence of

FIG. 5. Normalized backscattered components of the nonlinear field versus
distance from the crack’s mouth. The observation point is placed along the
propagation direction of the incident wave, i.e.,u in534°. The normalized
crack’s depth isD50.5, K̄N51.95, ande50.144.

FIG. 6. Normalized backscattered horizontal component of the nonlinear
displacement field versus the normalized interfacial stiffness. The normal-
ized distance of the observation point isR530. The remaining system pa-
rameters are those of the preceding figure.

FIG. 7. The dependence of the normalized nonlinear component of the
displacement normal to the crack onX3 for X150. The system parameters
are those of Fig. 5.
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the normal component of the opening displacement of the
delamination.

Finally, it should be remarked that, for all the cases con-
sidered so far, very similar theoretical results have been ob-
tained for the same field variables in the forward scattering
direction, and, for this reason, they have not been presented
here.

B. Rayleigh wave incidence

The case of a Rayleigh wave insonifying a partially
closed surface-breaking crack is considered next. The ampli-
tude of the horizontal displacement component of the inci-
dent wave at the stress-free surface is chosen to be equal to 3
nm: uin(x1 ,x350)53 nm.

Figure 8 illustrates the behavior of the modulus of the
second harmonic component of the horizontal displacement
at four values of the depth,X3 , as a function of the variable
X1 . The dependence of the first harmonic component dis-
plays features similar to those of the second harmonic, and,
therefore, is not shown here. The normalized crack’s depth is
D50.5, and the interfacial stiffness and the nonlinear param-
eter are againK̄N51.95 ande50.144. As in the case of SV
incidence, in the planeX150 the displacement component
normal to the crack’s plane undergoes a dramatic and sudden
drop at the tip of the crack. The forward scattered second
harmonic wave is also shown to approach an average value
slightly higher than that of the backward scattered compo-
nent as the value ofX1 increases in both directions.

The effect of the interface closure on the modulus of
both vertical and horizontal second harmonic components of
the displacement field is also investigated. The behavior of
these components is found to closely resemble that already
seen in Fig. 6.

Finally, Fig. 9 and Fig. 10 show the backward and for-
ward normalized Cartesian components of the nonlinear scat-
tered field, respectively, at a distanceuX1u530 on the surface
of the half-space as functions of the normalized crack’s
depth,D. The values of the interfacial stiffness and of the
nonlinear parameter are those already used in Fig. 8. A re-
markable difference of behavior between the forward and the
backward components can be easily noticed, as the former
increases nearly monotonically with the crack’s depth up to

D'1 to remain roughly at the same level afterward, while
the latter displays pronounced interference features for val-
ues of D,1. Worth noting is also the considerably higher
values of the forward scattered field compared to that scat-
tered in the opposite direction.

IV. SUMMARY AND CONCLUDING REMARKS

A theoretical model that predicts the generation of the
second harmonic component upon scattering of an incident
harmonic wave by a surface-breaking crack with faces in
partial contact has been presented. The cases of shear vertical
and Rayleigh wave incidence have been considered, and for
each, the effect of parameters such as the angle of incidence,
the crack’s depth, and the crack’s closure on the nonlinear
response of the crack have been examined. The nonlinearity
of the scattering defect has been introduced into the math-
ematical formulation of the problem by extending the bound-
ary conditions at the crack’s contacting faces to account for
the nonlinear effect of the two-dimensional distribution of
elastic contacts. It has been shown that when cracks with
depth not larger thanlT are insonified by a shear vertical
wave, the highest linear and nonlinear responses of such de-
fects occur when the latter are insonified at an angle slightly
higher than the critical angle of the longitudinal wave,uL .
Further, the generation of the second harmonic has been
found to be the most efficient in such a configuration. The

FIG. 8. Normalized backscattered horizontal displacement of the nonlinear
field versusX1 at four different values ofX3 . The latter is measured in terms
of normalized crack’s depth,D. The normalized crack’s depth isD50.5,
while K̄N51.95 ande50.144.

FIG. 9. Normalized backscattered components of the nonlinear field versus
the normalized crack’s depth. The observation point is placed on the surface
of the half-space at a normalized distanceX15230. The normalized crack’s
depth isD50.5, K̄N51.95, ande50.144.

FIG. 10. Normalized forward scattered components of the nonlinear field
versus the normalized crack’s depth. The observation point is placed on the
surface of the half-space at a normalized distanceX1530. The normalized
crack’s depth isD50.5, K̄N51.95, ande50.144.
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relevance of this finding stems in part from the fact that they
force us to reconsider the suitability of the inspection meth-
ods currently used to search for surface-breaking cracks uti-
lizing SV waves at 45° incidence, regardless of the depth of
the crack sought and the hosting material. As demonstrated
in this work, the sensitivity of a SV wave inspecting such
defects at 45° incidence is much lower than that at and just
aboveuL . This problem is further investigated elsewhere.19

An additional important advantage offered by the use of
SV waves at or just aboveuL concerns the localization of a
defect. In fact, the exploitation of the efficient mode conver-
sion of the incident SV wave into an evanescent longitudinal
wave propagating along the surface renders this configura-
tion considerably more sensitive to crack-like defects located
at the surface of the sample than to any other defect placed
along the direction of propagation of the incident field.
Therefore, in search of surface-breaking cracks that are lo-
cated on the surface opposite that which is scanned by an
ultrasonic probe by means of both linear and nonlinear scat-
tering techniques employing beams of finite lateral dimen-
sions, the setup providing the highest sensitivity offers also a
solution to the localization problem.

Of further concern to the localization problem, the
model presented here suggests a simple and plausible inter-
pretation of recent experimental results by Krohnet al.6

showing a highly localized nonlinear response of delamina-
tions in composite materials. In fact, the model indicates that
the experimental observations capture the very rapid decay
of the nonlinear opening displacement normal to the delami-
nation occurring beyond the borders of the latter. The model
predicts a magnitude of such a drop to be of the order of 30
dB, which exceeds the experimentally observed behavior by
at least 10 dB. A possible reason for such an overestimation
may be the asymmetric position of the actual delamination
within the plate’s cross section. In fact, if located outside the
midplane of the plate, the crack is expected to generate a
scattered field that cannot be decomposed into symmetric
and antisymmetric parts, the former yielding a nearly null
contribution to the component of the displacement field nor-
mal to the plane containing the crack@Eq. ~17c!#.

Finally, for both SV and Rayleigh wave incidence, the
magnitude of the nonlinear response displays a similar be-
havior with respect to variations of the interfacial stiffness.
After reaching an absolute maximum for values of the nor-
malized stiffness proximal to 1, they monotonically decay
for increasing values ofK̄N , as has already been noticed in
the case of an infinite interface formed by rough surfaces in
contact.
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Simplified nonlinear evolution equations describing non-steady-state forced vibrations in an
acoustic resonator having one closed end and the other end periodically oscillating are derived. An
approach based on a nonlinear functional equation is used. The nonlinear Q-factor and the nonlinear
frequency response of the resonator are calculated for steady-state oscillations of both inviscid and
dissipative media. The general expression for the mean intensity of the acoustic wave in terms of the
characteristic value of a Mathieu function is derived. The process of development of a standing
wave is described analytically on the base of exact nonlinear solutions for different laws of periodic
motion of the wall. For harmonic excitation the wave profiles are described by Mathieu functions,
and their mean energy characteristics by the corresponding eigenvalues. The sawtooth-shaped
motion of the boundary leads to a similar process of evolution of the profile, but the solution has a
very simple form. Some possibilities to enhance the Q-factor of a nonlinear system by suppression
of nonlinear energy losses are discussed. ©2005 Acoustical Society of America.
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I. INTRODUCTION

The resonance is known as one of the most interesting
phenomena in the physics of vibrations and waves. It mani-
fests itself markedly, if the dependence of the amplitude of a
forced oscillation on frequency~i.e., the frequency response!
has a sharp maximum. In this case, the ratio of the central
frequencyv0 of the spectral line imaging the response to the
characteristic width of this line is large in magnitude. This
ratio, known as theQ-factor, can be used as a measure of the
‘‘quality’’ of a resonant system. At large values ofQ the
system can contain high density of vibratonal energy, be-
cause the ratio of the steady-state forced oscillation and the
external driving force is equal toQ.

For Q@1 the approach to the equilibrium state goes on
very slowly, because the characteristic relaxation time is
aboutQ/v0 . The duration of the increase of the vibration
amplitude~or decrease, if the source is shut off! contains a
great number of periods which is of the order ofQ.

The excitation of strong vibrations in a high-Q system
can lead to the appearance of nonlinear effects, the best
known example of which is the destruction of the system. On
the other hand, high-Q devices are used for the most precise
measurements in different branches and applications.

This work is devoted to the analysis of the frequency
response andQ-factor of a nonlinear acoustic resonator.

Standing waves are of great interest for nonlinear wave
theory and technologies.1–3 Using high-Q resonators, it is

possible to accumulate a considerable amount of acoustic
energy and provide, in consequence, conditions for clear
manifestaition of nonlinear phenomena4 even in case of a
weak power source. Extremely highQ-factor magnitudes,
Q;108– 109, were reached in mechanical resonators de-
signed for the detection of bursts of gravitational waves.5

Very strong vibrations were excited in gas-filled resonators
of complicated shape, in particular conical or bulb-shaped
ones.6

At small amplitudes of vibration, theQ-factor is limited
by linear absorption caused by dissipative properties of both
the medium inside the cavity of the resonator and its bound-
aries, as well as by radiation losses essential for open reso-
nators. All these types of absorption do not depend on the
amplitude. Therefore, for a resonator of given design, the
Q-factor is the constant suitable for estimation of its ‘‘qual-
ity.’’

As the amplitude increases, nonlinear phenomena be-
come important. The progressive distortion of the wave pro-
file often leads to formation of shocks which are responsible
for additional nonlinear losses. This nonlinear absorption de-
pends on the ‘‘strength’’ of the wave~namely, on its ampli-
tude, peak pressure, intensity, etc.! and can be several orders
higher than the usual linear one.3 Consequently, theQ-factor
is now determined not only by the design of the nonlinear
resonator, but by the strength of the internal acoustic field as
well.

The nonlinearQ-factor was earlier evaluated by the rate
of dying-down of free standing waves between two rigid
walls.7 It was also calculated for the forced steady-state vi-
bration in this resonator excited by an external force with the
same spatial distribution as the fundamental mode.8 How-
ever, only wave profiles and spectra were studied in detail for
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c!Also at Department of Acoustics, Faculty of Physics, Moscow State Uni-
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the most typical statement of the problem, in which one rigid
wall of the resonator is immovable, and the other wall oscil-
lates periodically~see, for example, Refs. 2, 9–11!. Such
principal characteristics of this nonlinear resonator as
Q-factor and frequency response have not been adequately
explored. Some new findings related to theQ-factor are pub-
lished in Ref. 12. More comprehensive results are given be-
low.

II. SIMPLIFIED APPROACH AND BASIC NONLINEAR
EQUATIONS

Evidently, in a linear one-dimensional system the stand-
ing wave can be composed of two plane waves propagating
in opposite directions:

F~x,t !5w1S t2
x

cD1w2S t1
x

cD ; ~1!

hereF is potential of particle velocityuW 52¹F, andc is
sound velocity. It seems that Chester9 was first to use the
representation~1! to describe approximately the nonlinear
field in the cavity of a resonator. This idea was explained and
applied to nonlinear standing waves between rigid immov-
able walls,7,8 where the field is described as the sum~1! of
two Riemann or Burgers traveling waves. Each of these
waves can be distorted significantly by nonlinear self-action,
resulting into the formation of a sawtooth-shaped profile
from the initial harmonic one with no contribution from the
cross-interaction of two counterpropagating waves. In other
words, each wave is distorted by itself during the propaga-
tion, but there is no energy exchange between them. The idea
of ‘‘nonlinear superposition’’ can be used for any wave field
described by different mathematical models~see, for ex-
ample, Ref. 13!. Similar approaches have been used later in
many works~see, for example, Refs. 11 and 14!. Waveguide
modes can also be described by a modification of this
approach;15 the nonlinear Brillouin modes were formed15 by
two strongly distorted waves intersecting at equal angles to
the axes of a waveguide.

The idea of ‘‘nonlinear superposition’’ was clearly ex-
plained in Ref. 12. In short, the successive approximation
solution to any nonlinear model governing the field of cross-
secting waves contains both resonant and nonresonant parts.
After several periods of vibration the nonresonant waves be-
come much weaker than the resonant ones, and cannot pa-
ticipate significantly in nonlinear energy exchange. Each of
two cross-secting~in particular, counterpropagating! waves
generates its higher harmonics, but the cross-interaction pro-
cess can be neglected if the waves are periodic in time. This
conclusion is easily seen to be as valid for periodic waves
intersecting at any sufficiently large angles,15 not necessarily
equal to 180°, as for counterpropagating waves in 1D geom-
etry.

After these comments, the approximate solution can be
written as the sum of two traveling Riemann waves~for an
inviscid fluid!:

u5u11u2

5F1S vt2kx1
e

c2 vxF1D1F2S vt1kx1
e

c2 vxF2D , ~2!

whereF1,2 are auxiliary functions describing wave profiles,
ande is a nonlinearity parameter.

The solution~2! must satisfy the boundary condition on
the immovable wall,

u~x50,t !50, ~3!

and the boundary condition on the vibrating boundary,

u~x5L,t !5A sinvt. ~4!

From ~2! and~3! follows F152F25F. The unknown func-
tion F must be determined from the second boundary condi-
tion ~4!. This determination reduces~2! to the functional
equation

FS vt2kL1
e

c
kLF D2FS vt1kL2

e

c
kLF D5A sinvt.

~5!

The equation~5! is very complicated and cannot be solved
exactly analytically. Nevertheless, it can be simplified for
most interesting cases, if the following three conditions are
satisfied.

First, the length of the resonator must be small in com-
parison with the shock formation length:3,4

L!
c2

evuFumax
, ~6!

whereuFumax is the maximum amplitude of the functionF.
Second, the frequencyv of vibration of the right-hand

boundary must differ slightly from a resonant frequency
nv0 :

kL5pn1D, D5p
v2nv0

v0
!1, ~7!

whereD is the discrepancy andv05pc/L is the frequency
of the fundamental eigenmoden51.

Third, the energy influx during one period 2p/v from
the vibrating boundary to the resonator must be small in
comparison with the accumulated energy; in other words,

Q@1. ~8!

The case of vicinity of the fundamental mode (n51) is
now considered. Using the weak nonlinearity condition~6!
and formulas~7! with the smallness condition forD we re-
place the left-hand side of Eq.~5! by two terms of its series
expansion:

FS vt2kL1
e

c
kLF D2FS vt1kL2

e

c
kLF D

5FS vt2p2D1
e~p1D!F

c D
2FS vt1p1D2

e~p1D!F

c D
'@F~vt2p!2F~vt1p!#

2S D2
peF

c D @F8~vt2p!1F8~vt1p!#. ~9!
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Because the right-hand side of Eq.~5! is a periodic function,
and theQ-factor is presumed to be large~8!, the unknown
function F must be quasiperiodic. Therefore, its variation
during one period can be replaced in Eq.~9! by the deriva-
tive

F~vt2p!2F~vt1p!'22pm
]F~vt1p!

]~mvt !
. ~10!

Here m!1 is a small parameter, the physical meaning of
which will be clear later. Using~9! and~10! the equation~5!
takes the form

m
]F

]~mvt/p!
1S D2

peF

c D ]F~vt1p!

]~vt !
52

A

2
sinvt.

~11!

Introducing new dimensionless variables and constants

U5
F

c
, M5

A

c
, j5vt1p, T5

vt

p
, ~12!

one can rewrite the simplified evolution equation~11! as

]U

]T
1D

]U

]j
2peU

]U

]j
5

M

2
sinj. ~13!

The equation~13! was derived earlier17 to describe the sound
excitation by a moving laser beam~see also Refs. 18 and
19!; it was named ‘‘inhomogeneous Riemann equation with
discrepancy.’’ It should be emphasized that the temporal vari-
ablesj andT are ‘‘fast’’ and ‘‘slow’’ time, respectively. From
Eq. ~13! it follows that the small parameterm at the deriva-
tive on slow timeT can play the role of any small number:
D, M or U;M .

The evolution equation~13! can be generalized. The
boundaryx5L can execute not only harmonic vibration but
any periodic one. In this case, the boundary condition~4!
must be replaced by

u~x5L,t !5A f~vt !, ~14!

where f is an arbitrary function with the period 2p. The
boundary condition~14! leads to a simplified evolution equa-
tion, which differs from ~13! in its right-hand side, now
equaling

2
M

2
f ~j2p!. ~15!

Next generalization of~13! takes into consideration the
effective viscosity,bÞ0. In Ref. 20 an equation similar to
~13! and ~15! was derived with account for dissipation and
finite displacement of the vibrating boundary:

]U

]T
1D

]U

]j
2Mf~j!2D

]2U

]j2 5
M

2
f8~j!, ~16!

where f8(j) is a periodic function and the dimensionless
numberD, determining the weak absorption of a wave pass-
ing through the lengthL of a resonator, is defined as

D5
bv2L

2c3r
!1. ~17!

However, the volume nonlinearity (eÞ0) was not consid-
ered in Ref. 20.

The objective of the present work is the simultaneous
consideration of effects of dissipation and nonlinearity. Be-
cause all the phenomena leading to the progressive distortion
of the wave are supposed to be weak, the corresponding
terms in the evolution equation must be additive.3,16. So,
combining Eqs.~13!, ~15! and ~16! we derive

]U

]T
1D

]U

]j
2peU

]U

]j
2D

]2U

]j2 52
M

2
f ~j2p!. ~18!

The equation~18! was named ‘‘inhomogeneous Burgers
equation.’’21 Its main properties were studied in Refs. 21 and
22 in the context of stimulated Brillouin scattering of light
by nonlinear hypersonic waves.

III. STEADY-STATE VIBRATIONS

The establishment of a steady-state field in a resonator is
a result of competition between energy inflow from a vibrat-
ing source and its losses caused by linear dissipation and
nonlinear absorption. The equilibrium state reached atT
→` can be described by the ordinary differential equation,
obtained by integration of Eq.~18! at ]U/]T 50. The sim-
plest case of periodic sawtooth-shaped motion of boundary is
considered first. It corresponds to the right-hand side of~18!
being equal to2(M /2)j/p inside the intervalp<j<p and
periodically continued outside. For this case the steady-state
equation is

D
dU

dj
1

pe

2
~U22C2!2DU5

pM

4 S j2

p2 2
1

3D . ~19!

The constantC in ~19! is an arbitrary constant, which has an
important physical meaning. From~19! follows

U25
1

2p E
2p

p

U2 dj5C2. ~20!

Thus the constantC2 is the normalized intensity of one of
two counterpropagating waves. The mean value ofU is as-
sumed to be zero:

Ū5
1

2p E
2p

p

U dj50. ~21!

For negligible weak linear absorption,D→0, the solu-
tion of the quadratic equation corresponding to Eq.~19! is

U5
D

pe
6AS D

pe D 2

1C21
M

2e S j2

p2 2
1

3D . ~22!

For small Mach numbers,M!3D2/p2e, the linear solution
can be derived from one of the branches of the solution~22!,
namely from the ‘‘2’’ branch for D.0 and from the ‘‘1’’
branch forD,0:

U52
pM

4uDu
sgnDS j2

p2 2
1

3D , C25U25
p2M2

180D2 !
M

3e
.

~23!

The inequality in the last member of~23! justifies the neglect
of C2 in the derivation from~22! of the expression forU in
the first equation of~23!.

603J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Enflo et al.: Resonant nonlinear layer



With increasingM , up to a certain limiting valueM* ,
which will be determined later, the waveform undergoes pro-
gressive nonlinear distortion@Fig. 1~a!#, but is still described
by one of the branches of the solution~22!.

The solid curves 1, 2 and 3 in Fig. 1~a! are constructed
for positive discrepancyD50.1pe, and the dashed curves
for the same negative discrepancy. Increase in the number of
the curve corresponds to increase in the amplitude of bound-
ary vibration: 102(M /2e)51, 2.25 and 4.

In order to construct curves in Fig. 1~a!, the constantC2

has been determined as a solution of an algebraic eigenvalue
problem. The condition~21! applied to~22! leads to the fol-
lowing equation forC2:

2D

pe
5AS D

pe D 2

1C21
M

3e
1

~D/pe!21C22M /6e

AM /2e

3arsinh
AM /2e

A~D/pe!21C22 M /6e
. ~24!

Maximum valueM5M* at which Eq.~24! has a real
solutionC5D/()pe) is determined by the condition

AM

2e
5

2uDu
pe

, M5
8

p2e
D2[M* . ~25!

At M5M* the bifurcation happens, and the steady-state
waveform becomes discontinuous. The shock front appears
at each period of the wave, connecting the two branches of
solution ~22!.

Let the solutionU at the momentj0 lie on the ‘‘minus’’
branch of~22!. With increasing timej.j0 the solution must
jump to the ‘‘plus’’ branch; otherwise the conditionŪ50
cannot be satisfied. The momentj5jSH of the jump corre-
sponds to the position of a shock of compression. However,
the shock of rarefaction is prohibited in usual media with
quadratic nonlinearity, where the velocity of propagation in-
creases with increasing magnitude of the disturbance.24

Therefore, both branches of the solution~22! must have one
common point in each period. If and only if the common
point exists, the transition can go on in the opposite direc-
tion, from the ‘‘1’’ to the ‘‘ 2’’ branch, without jump.

The common point exists if the expression under the
square root in~22! is equal to zero, or

C25
M

6e
2S D

pe D 2

. ~26!

For given eigenvalue~26! the solution~22! reduces to

U5
D

pe
6AM

2e U j

pU. ~27!

In order to determine the position of the shock in the
wave profile it is necessary to apply the conditionŪ50 to
the solution~27!:

E
2p

jSHS D

pe
1AM

2e

j

p D dj1E
jSH

p S D

pe
2AM

2e

j

p D dj50.

~28!

From the condition~28! follows

jSH52pA12
2D

p
A 2

eM
. ~29!

The equation~29! is valid for the conditionM>M* @cf.
~25!#.

The solution~27!, with account for Eq.~29! defining the
position of the shock, is shown in Fig. 1~b!, which is a con-
tinuation of Fig. 1~a! for greater Mach numbers. With in-
creasing M.M* , the shock appearing initially atj50
moves to the positionj52p ~for D.0), which can be
reached only atM→` @cf. ~29!#. The solid curves 4, 5 and 6
in Fig. 1~b! are constructed for 102(M /2e)54, 9 and 49
correspondingly.

The dashed curves in Fig. 1~b! demonstrate a similar
behavior of the wave profile at equal negative discrepancy
D520.1pe. In this case the shock appears atM5M* in
the pointj50 and moves to the pointj5p for M→`.

In Fig. 2 the nonlinear frequency response is given. The
curves 1–3 are constructed for different Mach numbers
(M /2e)50.25, 1 and 2.25 and demonstrate the dependence

of C5AU2 on the discrepancy~7! from the resonant fre-
quencyv0 . Straight lines

FIG. 1. ~a! Temporal profileU of one of two counter-propagating waves
forming the steady-state vibration in a nondissipative layer. The dimension-
less amplitudeM5 A/c of the sawtooth-shaped vibration of the boundary is
small enough andU does not contain shocks. (M /2e)•102 equals 1, 2.25
and 4 for the curves 1, 2 and 3 correspondingly.~b! The same profiles as in
~a! are constructed for greater magnitudes ofM . The profiles 4, 5 and 6
corresponding to (M /2e)•10254, 9 and 49 contain shocks.

604 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Enflo et al.: Resonant nonlinear layer



AU25
1

)

D

pe
~30!

are separatrixes. Below these lines the curves in Fig. 2 are
constructed by the solution~22! and ~24! for wave profiles
which do not contain the shocks. Exactly on the lines~30!
the Mach numberM is equal toM* and the transition to the
discontinuous solution takes place. So, above the lines~30!
another solution@Eq. ~27!# was used for calculation of the
frequency response.

The frequency response is analyzed not for the depen-
dence of the amplitude on frequency, as is customary for
linear vibration, but for the root-mean-square~rms! particle

velocity AU2. Because of the fact that the acoustic fieldU
contains a great number of harmonics, the usual definition of
frequency response is meaningless.

However, by analogy with the use of frequency response
in the evaluation of theQ-factor of a linear resonator, it is
possible to evaluate theQ-factor of a nonlinear resonator. As
for the linear oscillator, theQ-factor can be defined in two
ways: ~1! as the ratio between amplitudes of internal and
external~driving! vibrations at resonance (D50) and~2! as
a ratio between the resonant frequency and the spectral width
of the frequency response. The first way leads to the calcu-
lation, using~12! and ~26!,

QNL5
c~AU2!D50

A
5

c

A
AM

6e
5

1

A6eM
. ~31!

The second way uses the definition ofD in ~7! and the result
~25!:

QNL5
1

D
5

2&

p

1

AeM
, ~32!

which differs slightly from~31!. The nonlinearQ-factorQNL

thus is proportional to (eM )21/2 with a coefficientO(1) de-
pending on the definition.

For the amplitude of the vibration of the boundaryA
510 cm/s the nonlinear evaluation~31! gives for gaseous
mediaQ'20. This value is much lower than the value of the
linear Q-factor, which is in this case

Q5
1

2&D
5

c3r

&bv0L
5

c2r

&pbv0

, ~33!

depending on the effective viscosityb and the resonance
frequencyv05pc/L. For air-filled resonators at typical fre-
quencies about several kHz the linear evaluation~33! gives
Q'103– 104.

The dependence of the rms velocityAU2 on the discrep-
ancyD shown in Fig. 2 is not the only possible definition of
nonlinear frequency response. For example, the dependence
U1(D), whereU1 is the positive peak value ofU, is also
important. This response is shown in Fig. 3 by solid curves
for the three values ofM /2e equal to 0.25, 1 and 2.25. The
analytical expressions of the sections AB, BC, CD and DE of
each curve are different. Namely,U1 equals to

D

pe
2AS D

pe D 2

1C22
M

6e
~AB!,

D

pe
1AM

2e
22

D

pe
AM

2e
~BC!,

~34!

2
uDu
pe

1AM

2e
~CD!,

2
uDu
pe

1AS D

pe D 2

1C21
M

3e
~DE!.

Here the eigenvalueC2 is determined by Eq.~24!
The straight lines 1 and 2 are the same separatrices as in

Fig. 2. Note thatU1 is placed on the top of the shock front
only for the section BC; for the other three sectionsU1

belongs to smooth portions of the wave profile.
The next important case corresponds to the ordinary dif-

ferential equation like~19!, and with f 5sinj, i.e., harmonic
vibration of the boundary:

D
dU

dj
1

pe

2
~U22C2!2DU5

M

2
cosj. ~35!

Wave profiles for this case were constructed in Ref. 12,
but frequency response was not considered there. To under-
stand the behavior at curves in Figs. 5 and 6, it is necessary
to give auxiliary formulas using the notations of the present
article.

For negligible weak linear absorption,D→0, the solu-
tion of the quadratic equation corresponding to Eq.~35! is

FIG. 2. Nonlinear frequency response defined as rms normalized particle
velocity. Curves 1–3 are constructed for different amplitudes of boundary
vibration (M /2e 50.25, 1 and 2.25!.

FIG. 3. Nonlinear frequency response defined as positive peak particle ve-
locity on the wave profiles shown in Fig. 1. The boundary vibration ampli-
tudeM /2e equals to 0.25, 1 and 2.25 for curves 1, 2 and 3 respectively.
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U5
D

pe
6AS D

pe
D 2

1C21
M

pe
cosj. ~36!

For small Mach numbers,M!D2/pe, the linear solution is

U52
M

2uDu
sgnD cosj, C25U25

M2

8D2 !
M

pe
. ~37!

With increasingM the waveform undergoes progressive
nonlinear distortion@Fig. 4~a!#, but is still described by one
of the branches of the solution~36!.

The solid curves 1, 2 and 3 in Fig. 4~a! are constructed
for positive discrepancyD50.1pe, and the dashed curves
for the same negative discrepancy. Increase in the number of
the curve corresponds to increase in the amplitude of bound-
ary vibration: 103(M /pe)55.6, 9.1 and 12.3.

In order to construct curves in Fig. 4~a!, the constantC2

has been determined as a solution of an algebraic eigenvalue
problem. The condition~21! applied to~36! leads to the fol-
lowing equation forC2:

D

pe
5

2

p
AS D

pe
D 2

1C21
M

pe

3ES 2M /pe

A~D/pe!21C21 M /pe
D . ~38!

Here E() is the complete elliptic integral of the second
kind.23

The solution of Eq.~38! can be written in parametric
form:

C25
M

pe F 2

m
212

8

p2

E2~m!

m G ,
D

pe
56

2&

p
AM

pe

E~m!

Am
, ~39!

where m is a parameter. The argumentm of the function
E(m) is defined in the region 0<m<1.23 From ~38! follows
that the corresponding region for the discrepancyD is given
by

2&

p
AM

pe
<

uDu
pe

,`⇒M<
p

8e
D2[M* . ~40!

At M5M* the bifurcation happens, and the steady-state
waveform becomes discontinuous. The shock front appears
at each period of the wave, connecting the two branches of
solution ~36!.

For a discontinuous wave

FIG. 4. ~a! Temporal profileU of one of two counter-propagating waves
forming the steady-state vibration in a nondissipative layer. The dimension-
less amplitudeM5 A/c of the harmonic vibration of the boundary is small
enough andU does not contain shocks. (M /pe)•103 equals 5.6, 9.1 and
12.3 for the curves 1, 2 and 3 correspondingly.~b! The same profiles as in
~a! are constructed for greater magnitudes ofM . The profiles 4, 5 and 6
corresponding to (M /pe)•10251.5, 3 and 10 contain shocks.

FIG. 5. Nonlinear frequency response defined as rms normalized particle
velocity. Curves 1–5 are constructed for different amplitudes of boundary
vibration @(M /pe)•10251, 4, 9, 16 and 25#.

FIG. 6. Nonlinear frequency response defined as positive peak particle ve-
locity on the wave profiles shown in Fig. 4. The boundary vibration ampli-
tudeM /pe equals 0.09 and 0.25.
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C25
M

pe
2S D

pe D 2

. ~41!

For a given eigenvalue~41! the solution~36! reduces to

U5
D

pe
6A2M

pe Ucos
j

2U. ~42!

The shock front positionjSH , determined by the condi-
tion Ū50, satisfies the equation

sinS jSH

2 D5
D

2
A p

2eM
. ~43!

From ~43! we find that the conditionusin(jSH/2)u<1 is
equivalent with the conditionM>M* @cf. ~40!#.

The solution~42!, with account for Eq.~43! defining the
position of the shock, is shown in Fig. 4~b!, which is a con-
tinuation of Fig. 4~a! for greater Mach numbers. The curve 3
in Fig. 4~b!, corresponding toM5M* , is the same as the
curve 3 in Fig. 4~a!. With increasingM.M* , the shock
appearing initially atj5p ~for D.0) moves to the position
j50, which can be reached only atM→` @cf. ~43!#. The
solid curves 4, 5 and 6 in Fig. 4~b! are constructed for
102(M /pe)51.5, 3 and 10 correspondingly.

The dashed curves in Fig. 4~b! demonstrate similar be-
havior of the wave profile at equal negative discrepancyD
520.1pe. In this case the shock appears atM5M* in the
point j52p and moves to the pointj50 for M→`.

In Fig. 5 the nonlinear frequency response is given. The
curves 1–5 are constructed for different Mach numbers
102(M /pe)51, 4, 9, 16 and 25, and demonstrate the depen-

dence ofC5AU2 on the discrepancy~7! from the resonant
frequencyv0 . Straight lines

AU256Ap2

8
21 S D

pe D ~44!

are separatrixes. Below these lines the curves in Fig. 5 are
constructed by the solution~37! for wave profiles which do
not contain the shocks. Exactly on the lines~44! the Mach
numberM is equal toM* and the transition to the discon-
tinuous solution takes place. So, above the lines~44! another
solution@Eq. ~42!# was used for calculation of the frequency
response.

As earlier, theQ-factor can be defined in two ways@see
~31! and ~32!#. The first definition leads to a formula analo-
gous to~31!:

QNL5
c~AU2!D50

A
5

c

A
AM

pe
5

1

AMpe
. ~45!

The second way gives the result

QNL5
1

D
5

p

2&

1

AMpe
, ~46!

which differs slightly from~45!.
The dependenceU1(D), whereU1 is the positive peak

value of U, is shown in Fig. 6 by solid curves for the two

values ofM /pe equal to 0.25 and 0.09. The analytical ex-
pressions of the sections AB, BC, CD and DE of each curve
are different. Namely,U1 equals to

D

pe
2AS D

pe D 2
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pe
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pe
1&AM

pe
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8 S D
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pe D 2
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pe
~DE!.

Here the eigenvalueC2 is determined by Eq.~39!. The
straight lines 1 and 2 are the same separatrixes as in Fig. 5.
The line 3 separating sections CD and DE is described by

U15S p

2
21D D

pe
. ~48!

Note thatU1 is placed on the top of the shock front only for
the section BC; for the other three sectionsU1 belongs to
smooth portions of the wave profile.

The maximum value ofU1 is located not atD50, as a
maximum in Fig. 5, but at some positive discrepancy:

~U1!max5&S 11
4

p2D AM

pe
,

S D

pe D
max

5
2&

pA11 p2/4
AM

pe
. ~49!

IV. STEADY-STATE VIBRATION IN A DISSIPATIVE
MEDIUM AT HARMONIC EXCITATION

The problem considered in the preceding section is gen-
eralized here to a standing wave in a resonator filled with an
absorbing medium. Such a problem setting is more compli-
cated because derivatives of higher order appears in the wave
equation due to nonzero dissipationDÞ0. The analytical
solution can be written in terms of known special functions
only for harmonic motion of boundary. Fortunately, this case
is most interesting for applications. The mathematical ap-
proach used here is similar to that developed by O.
Rudenko21 to describe high-power hypersonic wave gener-
ated at Brillouin scattering. It was shown that the high-
frequency acoustic wave excited by interacting laser beams
is described by the Mathieu function

ce0~z,q! ~50!

and its intensity is equal accurately to the characteristic value
a0 of the Mathieu function~50!. This basic result was de-
rived for a physical problem quite different from the con-
cerned one. Moreover, it was published 30 years ago as a
brief letter to the editor. That is why it is necessary to de-
scribe here some peculiarities of calculation and physical
matter.
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The standing waves in an absorbing layer (DÞ0) must
be studied on the base of differential equation~35!. Using the
transformation

U5
2D

pe

d

dj
ln W, ~51!

the nonlinear equation~35! of the first order is reduced to the
linear equation of the second order:

d2W

dj2 2
D

D

dW

dj
5S pe

2D D 2FC21
M

pe
cosjGW. ~52!

In particular, for zero discrepancy (D50), the equation~52!
can be transformed into the canonical form of the Mathieu
equation:9

d2W

dz2 1F2S pe

D D 2

C22
peM

D2 cos 2zGW50, z5
j

2
.

~53!

It is seen from Eq.~51! that the conditionŪ50 calls for the
periodicity of the functionW. Consequently,W can be writ-
ten in terms of Mathieu functions.23 The solution satisfying
the transition to the linear limit (M→0) is

W5ce0S z,q5
peM

2D2 D . ~54!

The intensityC2 of the wave is determined by the character-
istic valuea0(q) of the Mathieu functionce0 ~50!:

U25C252S D

pe D 2

a0~q!. ~55!

For weak excitation, using the two first terms of a series
expansion23 of a0 for q!1,

a0'2
q2

2
1

7q4

128
, ~56!

one can calculateU2:

U25
M2

8D2 2
7

2048

~pe!2M4

D6 . ~57!

The first term in~57! corresponds to the well-known linear
result.

Using another asymptotic expansion for the characteris-
tic valuea0 at q@1,23

a0'22q12Aq2
1

4
2

1

32Aq
, ~58!

one can calculate the intensity for strong vibration of the
boundary by means of~55!:

U2'
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pe
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pe
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pe
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1

4 S D

pe D 2

1
1

16S D

pe D 4 pe

M
.

~59!

An important characteristic of a resonator, itsQ-factor, de-
pends now on the absorptionD:

Q5
1

M
AU2'

1

ApeM
S 12

&

2
d2

1

8
d21

&

16
d31

3

128
d4D ,

d[
D

ApeM
. ~60!

For D50 the result~60! rearranges into the~45! for a non-
dissipative medium.

For weak nonlinear distortion the quasi-linearQ-factor
can be calculated on the base of Eq.~57!:

Q5
1

2&D
S 12

7

512

1

d4D . ~61!

For M→0 or for d→` the equation~61! rearranges to the
equation~33!, valid in linear theory.

For arbitrary values of dissipationD theQ-factor equals
to

Q5QNLC~d5DQNL!, ~62!

where the nonlinearQ-factorQNL is determined by Eq.~45!
andC(d) is given by

C~d!5A2d2a0S q5
1

2d2D . ~63!

The dependence ofQ on D is shown in Fig. 7. The
curves 1–3 are constructed by use of Eqs.~62! and ~63! for
three values ofpeM equal to 0.01, 0.04 and 0.16, corre-
spondingly. Increase in the dimensionless dissipation number
D, defined in Eq.~17!, leads to decrease in theQ-factor. For
small D-values the nonlinear absorption begins to play an
important role for the decreasing ofQ.

The analysis of the nonlinear frequency response calls
for the solution to Eq.~52! at nonzero discrepancy,DÞ0. In

FIG. 7. Dependence of theQ-factor on the dimensionless dissipationD for
three values ofpeM equal to 0.01, 0.04 and 0.16.

608 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Enflo et al.: Resonant nonlinear layer



this general case the nonlinear equation~35! can also be
reduced to a Mathieu equation. Instead of~51! we put

U5
2D

pe

d

dj
lnS w expS D

2D
j D D . ~64!

Inserting~64! into ~35! we obtain

d2w

dj2 5S pe

2D D 2FC21S D

pe D 2

1
M

pe
cosjGw. ~65!

It is still required that the mean value ofU is zero. By use of
~64! follows

Ū5
D

pe
1

2D

pe
@ ln w~p!2 ln w~2p!#50. ~66!

Consequently,w is not a periodic function and cannot be
expressed through Mathieu functions.23 Since the needed re-
sults cannot be found in Ref. 23 as well as in analogous
tables, it is necessary to seek for an approximate solution to
Eq. ~35! or its linearized version~65!.

For small Mach numbersM the mean intensity equals to

U25
M2

8~D21D2!
2

~pe!2M4

512

7D225D2

~D21D2!3~D214D2!
.

~67!

In order to derive the result~67!, the first four approxima-
tions were calculated in the solution of Eq.~35! by the
method of successive approximations. This solution is de-
scribed by very complicated formulas and is therefore not
presented here.

For zero discrepancy (D50) the result~67! rearranges
to form the result~57!, obtained from the theory of Mathieu
functions.

In the opposite limiting case, i.e.,q@1, the mean inten-
sity depending onM , D andD for waves containing shocks
can be calculated by another approach. The wave profile
governed by Eq.~35! is found by the method of matched
asymptotic expansions.25,26This profile is presented as a sum
of an ‘‘outer’’ solution, describing the smooth section of the
profile, and an ‘‘inner’’ solution, describing the structure of a
shock front of finite width. Thereafter, the averaging over the
period of the square of this sum solution gives the intensity

U25F M

pe
2S D

pe D 2G2&
D

pe
AM

pe
2

p2

8 S D

pe D 2

. ~68!

At resonance,D→0, the equation~68! reduces to the result
~59! of the theory of Mathieu functions.

The calculation of the asymptotic (q@1) solution de-
scribed above is rather complicated. It contains features im-
portant for nonlinear perturbation theory and will be the sub-
ject of another work.

It follows from Eq. ~68! that the nonlinear frequency
response~solid curve 1 in Fig. 8! decreases with account for
weak dissipation~dashed curve 2!. Analogously, the linear
frequency response~67!, shown by the solid curve 3 in Fig.
8, decreases in its main part, with account for weak nonlin-
earity.

V. DEVELOPMENT OF STANDING WAVES

Non-steady-state nonlinear vibrations in resonators have
been studied much less than the stationary ones.11,12The evo-
lution equation~18! offers the possibility to study the tran-
sient process for any periodic motion of the boundary.

For the saw-tooth-like right-hand side of Eq.~18! con-
sidered in the beginning of Sec. III the non-steady-state so-
lution at (D50) has a very simple form:12

U52AM

2e
tanhS TAeM

2 D j

p
, 2p<j<p. ~69!

The ratio of the root mean square particle velocity of the
standing wave to the ‘‘amplitude’’ of the harmonic boundary
vibrationM tends, att→`, to the valueQNL ~31! calculated
for steady-state vibration.

For a harmonic vibration of the boundaryx5L the
right-hand side of Eq.~18! takes the form (M /2)sinj. For
this case the substitution~51! transforms~18! into the linear
partial differential equation

]W

]T
1D

]W

]j
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]2W

]j2 52
1

2
qD cosjW. ~70!

By the substitution

W5expS 2
1

4
aDTD y~z!, z5

j

2
, ~71!

wherea is a constant, the ordinary differential equation for
the functiony(z) can be derived from~70!:

d2y

dz2 22
D

D

dy

dz
1~a22q cos 2z!y50. ~72!

At zero discrepancy,D50, the equation~72! transforms into
the canonical form of the differential equation for Mathieu
functions. This is the resonant case, which can be studied in
detail. The corresponding mathematical results were derived
in Ref. 22 for another physical problem, but these results can
be adopted for non-steady-state vibrations of resonators.

For zero initial conditionU(T50,j) the solution of Eq.
~70! can be written as a series of even Mathieu functions:

FIG. 8. Decrease in the nonlinear frequency response~curve 1! caused by
weak dissipation~curve 2!, and decrease in the linear frequency response
~curve 3! with account for weak nonlinearity~curve 4!
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W5 (
n50

`

a2n expF2
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,qD , ~73!

wherea2n is given as

a2n5
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2pce0~j/2 ,q! dj
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2 ~j/2 ,q! dj
. ~74!

The steady-state solution resulting from~73! and ~51! at T
→`,
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pe
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ln ce0S j

2
,
peM

2D2 D , ~75!

coincides with the results~54! and ~51! of Sec. V. Forq
@1 the solution~75! takes the form

U5A2M

pe H cos
j

2
2

2 exp~22Aqj!

11exp~22Aqj!
J , 0<j<p,

~76!

and for q→` it does not depend on the linear absorption
~i.e., onq) at all:

U5A2M

pe
cos

j

2
sgnj, 2p<j<p. ~77!

The solution~77! coincides with~27! for D50.
The increase in energy of resonator in the resonator can

be studied on the base of solution~73! for zero discrepancy
and by numerical methods only. Instead, it is possible to
develop the theory for analytical description of the process of
accumulation of acoustic energy. The approximate solution
to inhomogeneous Burgers Eq.~18! is used here with ac-
count for all principal parameters: nonlinearity, absorption
and discrepancy. This solution,

U5
M

2AD21D2
sinS j2arctan

D

D D
2

M exp~2DT!

2AD21D2
sinF j2DT2arctan

D

D
1peTM

2
peTU

2AD21D2
sinS j2arctan

D

D D G , ~78!

is derived by the method of transition to implicit variable
used many times earlier~see, for example, Refs. 13, 27, and
28!. Calculations are rather complicated and therefore they
are omitted here. As is shown in Ref. 27, solutions of the
type ~78! are of good accuracy in two limiting cases: at
highly expressed nonlinear distortion of the wave profile, but
in the region where a shock is yet not formed, or at weak
nonlinearity, but at anyT.

Using the solution~78!, U2 may be averaged over one
period. The solution to this intricate problem is

U25
M2

8~D21D2!
F122e2DT

3
2J1~peTM/@2AD21D2e2DT# !

~peTM/@2AD21D2e2DT# !
cos~DT!1e22DTG .

~79!

One can easily check the validity of this result at small
values ofM as the equation~79! for the acoustic energy in
the cavity of the resonator turns into the corresponding linear
solution.

In conclusion, the non-steady-state solutions to Eq.~18!
are given here for weakly expressed nonlinear effects. Ex-
pand the periodic right-hand side of Eq.~18! in a Fourier
series:

2
M

2
f ~j2p!5

M

2 (
n51

`

~an cosnj1bn sinnj!. ~80!

FIG. 9. Non-steady-state frequency response from Eq.
~79! with (peM /2D2)53. Both nonlinearity and dissi-
pation are taken into account.
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The corresponding solution to Eq.~18! with the nonlinear
term neglected equals

U5
M

2 (
n51

`

Cn@sin~nj2fn!

2exp~2n2DT!sin~nj2nDT2fn!#, ~81!

where
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fn5arctan
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.

For example, at harmonic excitation (an50, b151 andbn

50 for nÞ1), the standing wave has the same shape as the
fundamental mode of~80!:

u(1)~x,t !

c
52

M

AD21D2
sinkx@cos~vt2f1!

2exp~2DT!cos~vt2f12DT!#. ~83!

Using the linear solution~83!, the nonlinear correction term
is calculated by the successive approximation method:
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m51

3
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Here

F15@~4D !21~2D!2#2 1/2@sin~2h2f1/2!

2exp~24DT!sin~2h22DT2f1/2!,

F2522@~3D !21~3D!2#2 1/2@exp~2DT!sin~2h1DT

2f1!2exp~24DT!sin~2h22DT2f1!#,

F35@~2D !21~4D!2#2 1/2@exp~22DT!sin~2h12DT2f2!

2exp~24DT!sin~2h22DT2f2!#, ~85!

where h5vt2f1 . Evidently, the second approximation
~84! corresponds to the second mode excited by nonlinear
transfer from the fundamental mode.

The simple analytical expressions~83! and ~84! offer a
clear view of how the process of establishment of modes
goes on at any dissipationD and discrepancyD. The increase
in amplitudes, as well as the evolution of spectral lines~or
‘‘instantaneous’’ frequency response!, can be analyzed for
the first and second harmonics at smallM /AD21D2. A plot
of the nonlinear correction term time evolution based on Eq.
~85! is seen in Fig. 10.

VI. CONCLUSIONS

In order to increase the intensity of a standing wave, one
has to enhance the Q-factor of the nonlinear resonator. As
was shown above@cf. ~31! and~32!#, the limiting magnitude
of Q is determined by nonlinear absorption caused by the
formation of steep shock fronts.

Different methods have been suggested to suppress the
proccess of shock formation. Zaremboet al.29 suggest a
resonator, of which one boundary has a frequency-dependent
impedance; each reflection from this boundary introduces
phase shifts between different harmonics distroying the front.
Lawrensonet al.,6 Ladbury,30 and Ilinskii et al.31 have real-
ized the idea of controlling the waveform and phase shifts
between harmonics using resonators of complex shape.
Rudenko32 suggested the method of controlling nonlinear en-
ergy flows between harmonics by introducing selective ab-
sorbers, which can be used, in particular, to enhance the
Q-factor by suppressing the ‘‘key’’ frequencies.33 This
method was realized experimentally,34 but its possibilities are
being studied up to now.35,36

Quite another approach to enhanceQ with no changes in
the design of the resonator was suggested in Ref. 37. It was
shown that the unfavorable effects of nonlinearity due to the
movable boundary can be suppressed if the boundary ex-
ecutes a vibration of special form. More specifically, in order
to provide harmonic vibration in the cavity, the resonator

FIG. 10. Temporal evolution of the spectral line of the
second harmonic@normalized amplitude versus discrep-
ancy calculated from solution~84! and ~85! with ac-
count for dissipative properties of the nonlinear me-
dium#.
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must be excited by a periodic sequence of short ‘‘jerks’’ of its
boundary.

If the usual linearQ-factor of a resonator is high
enough, the significant acoustic energy can be accumulated
in the cavity even if the source of the external pump of
energy is weak. High-intensity vibration can easily be gen-
erated and nonlinear phenomena come into play. In particu-
lar, Q falls down, and, therefore, even strong increase in
pump ~energy inflow! leads to weak amplification of the
standing wave. Definitions of frequency response by the rela-
tive rms of the acoustic field or by the maximum magnitude
are given, suitable for different applications. Resonant curves
illustrating nonlinear frequency response are constructed.
The dependence ofQ on the intensity of excitation and on
linear properties are studied. Both wave profiles and energy
characteristics for steady-state vibration and its development
are analyzed. Different possibilities to enhanceQ and the
energy of acoustic vibration are discussed.

To analyze these phenomena, the analytic approach to
high-intensity standing waves is used, based on nonlinear
functional equations. The problem is radically simplified by
separation of resonant and nonresonant nonlinear interac-
tions, by introduction of small parameters and different tem-
poral scales, and by reducing functional equations to differ-
ential ones.
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I. INTRODUCTION

The generation of nonlinear internal solitary waves
~ISWs! in density-stratified shallow-water regions is typi-
cally due to tidal interaction with topographical features.
When the bathymetry shoals at the continental shelf, the
change in water depth can cause a hydraulic jump condition
from which ISW packets can arise and propagate shoreward.
Linear internal tides impinging upon the shelf at the so-
called ‘‘critical angle’’ can also steepen into nonlinear
waves1 because of the shoaling bottom. These nonlinear
ISWs create a strongly anisotropic~directionally dependent!
medium affecting acoustic waves that propagate through
them. Sound-speed anisotropy in general can be structural
~for example, from sediment layering, where layer formation
processes are directional! or dynamical~for example, from a
field of internal waves propagating along the continental
shelf!, but the implication here is that one or more organized
processes generate the directionality. Whether the environ-
ment is deterministic or random, the anisotropy has the po-
tential of generating directional dependence in acoustic
propagation. When broadband acoustic waves are transmit-
ted through an anisotropic medium such as the ISW packets,
amplitude and phase fluctuations arise that are strongly re-
lated to the characteristics of individual solitons. Quantifying

the interaction between these two types of waves is of inter-
est for both underwater acoustics and shallow-water ocean-
ography.

Sound-field fluctuations due to internal waves in
shallow-water regions have been studied in several experi-
ments where low-frequency sound propagates in the pres-
ence of internal soliton trains. The first paper in this area2

examined the frequency spectra variability in the Yellow Sea
and recorded significant~up to 20 dB! intensity decreases for
specific frequencies. This was referred to as an ‘‘anomalous
attenuation’’ and was reported as the result of resonant inter-
actions between acoustic waves and the quasiperiodic spatial
structure created by an ISW train propagating nearly parallel
to the acoustic propagation direction. At nearly the same
time another study showed the acoustic field variability in
the presence of ISWs.3 The acoustic propagation direction
was oriented about 10 deg to the ISW fronts, and an adia-
batic description of the sound propagation was appropriate
for the reported conditions. The intensity showed temporal
fluctuations well correlated with water column oscillations
from the ISWs, and the amplitude of these fluctuations was
about 1–2 dB. In 1995 the multi-institutional SWARM’95
experiment was conducted on the New Jersey continental
shelf and showed strong variability, of up to 7 dB, for broad-
band signal propagation through ISWs.4–7 Experimental re-
sults presented in 1999 for the Gulf of Mexico8 showed rela-
tively small intensity fluctuations that were also correlated
with ISWs. In that experiment the angle between the acoustica!Electronic mail: badiey@udel.edu
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track and ISW fronts wasb;30 deg, and mode coupling was
reported as the reason for the fluctuations. All of the afore-
mentioned work demonstrates two important points: a corre-
lation between behavior of the acoustic signals and the

ISWs, and the significance of the angle between the propa-
gation directions of the acoustic waves and the ISWs. The
main feature of these cases that differs from the present work
is the orientation of the acoustic track relative to the ISW,
which leads to different properties of the acoustic signals.

Along with papers on experiments, a number of theoret-
ical studies appeared over the past few years. Two mecha-
nisms that can cause significant fluctuations of the sound
intensity in the presence of ISWs are mode coupling due to
ISWs,9,10 and ‘‘resonant absorption’’ that can take place if
the horizontal spectrum of the ISW train is sufficiently
narrow.11,12Another mechanism is horizontal refraction caus-
ing focusing and defocusing of intensity in horizontal
plane.13,14 Modeling of sound fluctuations due to horizontal
refraction for conditions of the Sea of Japan showed signifi-
cant synchronicity of intensity fluctuations in depth for a
vertical line array.15 Fluctuations of up to 10 dB in the fre-
quency domain were demonstrated in Ref. 16 to arise from
horizontal refraction, depending on the angleb. Modeling of
sound propagation in shallow water in the presence of inter-
nal wave fields, both background waves and solitons, was
conducted using a fully three-dimensional~3D! PE
technique,17,18 and significant variations and coherence deg-
radation were observed.

All the above studies have contributed toward the under-
standing of the complex problem of acoustic signal interac-
tions with ISWs. In this paper we review the experimental
observations of intensity fluctuations and provide a theoreti-
cal foundation to explain 3D effects on the acoustic field due
to the anisotropic nature of the water column resulting from
ISWs. The evident cause of the intensity variations is hori-
zontal refraction, a conclusion supported from a different
viewpoint by computational results in Ref. 19.

The paper is organized as follows. In Sec. II the 1995
SWARM experiment is described in detail. Then, a model is
presented for a shallow-water channel containing internal
waves and with characteristics that generally correspond to
the SWARM region. Next, we discuss 3D sound propagation
through internal waves, in particular the approach using hori-
zontal rays and vertical modes, the frequency-dependent ef-
fects predicted by this approach, and the replacement of the
horizontal rays by a parabolic equation. A discussion of re-
sults comes next, followed by detailed conclusions and rec-
ommendations for future work.

II. SWARM’95 EXPERIMENT

The goal of the SWARM’95 experiment was to quantify
effects of water column and ocean bottom sound-speed inho-
mogeneities on acoustic transmissions in shallow regions.1,7

The experiment was conducted in the Mid-Atlantic Bight on
the continental shelf region directly off Atlantic City, NJ@see
Fig. 1~a!#, where internal wave activity had been observed
via satellite@Fig. 1~b!#. Several research vessels participated
in the experiment, including R/VOCEANUS, R/V CAPE

HATTERAS, and R/VENDEAVOR. Principal investigators in the
project included researchers from the Naval Research Labo-
ratory ~NRL!, Woods Hole Oceanographic Institution
~WHOI!, the University of Delaware~UD!, and the Naval
Postgraduate School. Many oceanographic measuring sys-

FIG. 1. ~a! Location of SWARM’95 experiment.~b! Satellite picture for 31
August 1995, showing internal wave activity at the experimental site.~c!
Schematic diagram of acoustic source and receiver positions relative to the
internal solitary wave fronts~dashed lines!.
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tems, as well as two vertical line arrays, were deployed to
collect simultaneously both acoustic and detailed environ-
mental data.

In this paper we focus on one part of the experiment,
dealing with broadband acoustic signals generated by the UD
source and received at the WHOI vertical line array~WVLA !
@see Fig. 1~c!#. This array was positioned at 39°14.258 N and
72°54.558 W. It consisted of 16 elements, each with a sam-
pling rate of 1395 Hz, that spanned the water column from
14.9 to 67.4 m with a spacing of 3.5 m. Five temperature
sensors were attached to the WVLA at 12.5, 22.5, 30.5, 50.5,
and 60.5 m. This propagation track was designed as UD to
WHOI and had the capability to emphasize the azimuthal
dependence of the acoustic field from the horizontally aniso-
tropic propagation environment. In particular, the acoustic
propagation path ran nearly parallel to the internal wave-
fronts, in contrast to other paths where different fixed sources
were placed so that acoustic tracks ran nearly perpendicular
to the internal wavefronts.7 Since bathymetry can signifi-
cantly affect acoustic transmissions, the experimental con-
figuration was chosen to have an essentially flat sea bottom
for the entire UD to WHOI track.

During the experiment, numerous sensors were deployed
in support of the acoustic measurements. The R/VENDEAVOR

performed high-resolution oceanographic surveys using
conductivity–temperature–depth~CTD! casts and tows.
High-frequency~200 and 300 kHz! imaging sonars were
used to record internal waves. These measurements were
necessary to characterize the generation, propagation, disper-
sion, and decay of the internal waves and the background
field. The environmental data were supplemented by CTD
data acquired by the R/VOCEANUSand R/VCAPE HATTERAS

and by internally recording oceanographic instrumentation
moorings. The latter included two moored ADCP units, six
thermistor arrays, and internally recording temperature sen-
sors distributed over the two acoustic receiving arrays. Dur-
ing the experiment, both direct observations and satellite im-
ages indicated strong internal wave activity occurring over a
large portion of the experiment site. Unfortunately, no satel-
lite images of the internal waves are available during the
reported 2-h experimental period.

A 2-h segment of temperature data from 4 August 1995
is shown in Fig. 2. These temperature time series are from
thermistor sensors located on the WVLA~12.5 to 60.5 m
from the sea surface!. During this period the mixed layer
depth is about 15 m, and a negative temperature gradient
extends from 15 to 30 m. Figure 3 displays multiple CTD
casts that show the envelope of vertical thermocline fluctua-
tions for this day. The sound speed changes from about 1535
m/s above the thermocline to 1480 m/s below. Both the depth
and thickness of the surface and bottom mixed layers change
with time. The temperatures in the surface and bottom mixed
layers show much less variation than in the thermocline re-
gion. The periodicity of the temperature fluctuations shown
in the Fig. 2 segment is about 10 to 15 min and is typical of
the entire experimental period. These fluctuations are re-
ferred to as short-term, in comparison with the longer-period
~about 12 h! fluctuations associated with tidal forcing. Al-
though not shown here, similar features are also found in

data collected from other temperature sensors at different
sites, including the source location.

Throughout the experiment, two different acoustic sig-
nals were transmitted from the R/VCAPE HATTERAS every
minute. One was from an airgun source~pulse duration 0.1 s!
and the other was a linear-frequency-modulated~LFM!
sweep~pulse duration 30 s! transmitted by a J-15 transducer.
The source signatures were highly repeatable, as verified by
a large number of time series obtained from a monitor hy-
drophone near the sources.7 Although both types of acoustic
signals are available for analysis, we focus on the airgun data

FIG. 2. Measured temperature profiles at six depths on the WHOI VLA
versus geotime for 18:00–20:00 GMT on 4 August 1995.

FIG. 3. Sound-speed profiles measured on WVLA showing thermocline
fluctuations during the passage of ISWs for 18:00–20:00 GMT on 4 August
1995.
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here. The frequency spectrum of the monitor phone, also
shown in Ref. 7, is dominated by peak at 32 Hz~with half-
power width about 5 Hz!, plus much smaller peaks at har-
monics of this fundamental.

While the source ship stayed at a fixed location for sev-
eral hours, the airgun source transmitted acoustic signals ap-
proximately every minute. During the interval 18:00 to 20:00
GMT on 4 August 1995, the source was placed at 12 m
below the sea surface~just above the thermocline! at position
A2 in Fig. 1~a!, about 15 km from the WVLA. A segment of
acoustic data from geotime 19:00 to 20:00 GMT is shown in
Fig. 4. The reference hydrophone collected the data at the
source location, and the received signals are from the
WVLA. Signals were transmitted every 60.038 s. The near-
source airgun signatures@Fig. 4~a!# show nearly constant am-
plitude over time, whereas the corresponding WVLA signals
show considerable fluctuations over the hour@Fig. 4~b!#. The
approximately periodic fluctuations of amplitude observed in
the arrivals~the spikes! are due to internal waves that were
present between the source and receiver during this period,
as will be demonstrated in subsequent sections.

The WVLA received signals show strong fluctuations in
amplitude versus geotime, indicating acoustic scattering by a
fully developed ISW packet along the source–receiver path.
Comparison of Figs. 2 and 4 shows correlation between the
patterns of the internal waves and the acoustic signals. In
particular, the acoustic and oceanographic fluctuations have
essentially the same periodicity.

The source spectrumS(v) of the radiated signalf (t) is

S~v!5
1

2p E
2`

`

f ~ t !eivtdt, ~1!

where f (t) represents the pressure signature of the source.
The total radiated pulse energy is

E05
1

4prc E2`

`

f 2~ t !dt5
1

rc E0

`

uS~v!u2dv. ~2!

Using the estimated airgun source power with a pulse dura-
tion of ;0.1 s, combined with the amplitude of the sound
field at a distance of 2 m~;15 kPa!, the source level at 1 m
is calculated to be 210 dBre: 1 mPa. In this paper we use the
spectrum of the source monitor7 for S(v) and calculate all
frequency integrals over 30 to 160 Hz. Because of our ob-
jectives here, it is not necessary to account for differences
between the measured spectra of the monitor and the actual
spectra of the source.12

For subsequent derivations we denote the sound pressure
of the received signal byp(zj ,t,Ti), whereTi is the geotime
~in 1-min intervals, denoted by the subscript! from 19:00 to
20:00 GMT andzj is the jth hydrophone on the WVLA. The
indicesi and j are omitted where no confusion occurs.

The total time-integrated intensity~i.e., Energy Flux! of
a received acoustic pulse at depthz on the WVLA is repre-
sented by

I ~z,T!5E
T

T1Dt p2

rc
dt, ~3!

whereDt is the duration of received pulse~;1 s!. Equation
~3! was calculated for each of the 60 pulse signals received
during that hour, and the results are shown for five represen-
tative WVLA elements in Fig. 5.

Several features of the fluctuations in Fig. 5 deserve de-
tailed discussion. First, significant amplitude fluctuations oc-
cur, of up to 7 dB. This value cannot be explained simply by
local displacements of the thermocline level. Estimates of the
intensity fluctuations due to changes of the sound-speed pro-
file via thermocline displacements along a 2D slice~the usual
acoustic path! produce only up to 15% variation in the re-
ceived intensity. Thus, some explanation beyond a 2D physi-

FIG. 5. Total time-integrated intensityI (z,T) versus geotime for signals at
five receiver depths.

FIG. 4. Normalized pressure amplitude versus geotime from 19:00 to 20:00
GMT on 4 August 1995, measured:~a! at 2 m from the source, and~b! on
the WHOI VLA 14.98 km from the source at a hydrophone 45 m from the
sea surface. Note that amplitude variations at the source are negligible com-
pared to those at the receiver.
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cal mechanism is needed. Second, amplitude fluctuations at
different depths show only weak dependence on depth.
Moreover, they are effectively synchronous, meaning that at
any geotime a simultaneous increase or decrease takes place
for practically all depths, and show small increases near the
bottom. Thus, they cannot result from changes in modal in-
terference patterns, which generally stem from thermocline
oscillations near the receiver. Third, the received acoustic
signals correlate closely with ISW oscillations. The number
and period of the oscillations in the thermocline variability
from 19:00 to 20:00 GMT~Fig. 2! correspond to the same
quantities observed in the fluctuations of energy flux~Fig. 5!.

The first two observations above cannot be explained by
interference between waveguide modes. However, they can
quite naturally be interpreted as manifestations of 3D hori-
zontal refraction.

III. SHALLOW-WATER CHANNEL MODEL WITH
INTERNAL WAVES

To model the shallow-water waveguide in the experi-
ment, a Cartesian coordinate system is chosen withx andy in
the horizontal plane andz axis directed downwards, as
shown in Fig. 6. The air–sea interface corresponds toz50
and the flat bottom isz5H570 m. The sound source is at
the point rS50, zS , and the receiving array is atr R

5(xR ,yR) with a source–receiver separationL;15 km.
Along the track the sound-speed profile isc(r ,z,T)5c0(z)
1dc(r ,z,T), wherec0(z) is the mean sound-speed profile in
the absence of ISWs anddc(r ,z,T) is the perturbation due to
internal waves. The vectorr5(x,y) denotes a point in the
horizontal plane. The mean profile, obtained from the experi-
mental data7 in Fig. 3, consists of a thermocline layer extend-
ing about 25 m between two near-isospeed layers. The
sound-speed variation between the isospeed layers is over 50
m/s, which gives a large value~;2 s21! for the vertical gra-
dient of the thermocline. The geoacoustic parameters in the
bottom are selected as sound speedc151750 m/s,
r151.8 kg/m3, and attenuation coefficienta f50.25 dB
/~km•Hz), based on previous work at the SWARM site.1

Next, a time-varying model is needed for sound-speed
fluctuations in the water column for any geotimeT and lo-

cation. For this purpose isopycnal~that is, isodensity! sur-
facesz(r ,z,T) are constructed from the experimental data.
This approach is used, rather than an analytical model, in
order to preserve more of the detail in the measured sound-
channel fluctuations. The ISW packet is assumed to have a
plane wavefront parallel to thex axis and to move at speedV
in the negative-y direction

z~r ,z,T!5zS rR ,z,T1
y2yR

V D . ~4!

The parameterV was not measured directly from the ISW
wavefronts but rather is estimated from KdV soliton theory.
The Appendix provides an approximate value forV
;0.65 m/s at the SWARM site, which is in reasonable agree-
ment with other estimates of this parameter made there. Note
that the acoustic track has an angle ofb;5 deg with thex
axis, so the source and receiver are on different ISW fronts
for a given geotime~see Fig. 6!. The spatial shift along they
axis between the source and receiver isyR;1300 m.

Equation~4! leads to a perturbation of the sound-speed
profile due to the ISW

dc~r ,z,T!5Qc0~z!N2~z!z~r ,z,T!, ~5!

whereN(z)5(gdr/rdz)1/2 is the Brunt–Vaisala frequency
andQ;2.4 s2/m.20 To obtainz isothermal, rather than isopy-
cnal, displacements in the data are tracked, since vertical
profiles of both salinity and temperature are required for
isopycnals. This approximation introduces only a small error.
In shallow water the main part of the energy of an ISW is in
its first modeF(z), so that the displacement in Eq.~5! is
written as z(r ,z,T)5F(z)zs@rR ,T1(y2yR)/V#. The
modal normalization condition is max~F!51, so zs is the
modeled displacement of the isopycnal at the depth where
F(z)51.

IV. 3D SOUND PROPAGATION THROUGH INTERNAL
WAVES

The complex amplitude of the sound field due to a
broadband source is expressed by the spectral Fourier inte-
gral

P~r ,z,t !52E
0

`

S~v!C~r ,z,v!e2 ivtdv, ~6!

where S(v) is the spectrum of the radiated signal and
C(r ,z;v) is a spectral component of the sound-pressure
field at any point (r ,z). For brevity the geotime parameterT
and source coordinates (r s ,zs) are omitted from the argu-
ments ofC ~and elsewhere where no confusion arises!. The
pressure component satisfies the inhomogeneous Helmholtz
equation with a point source of unit amplitude on its right
side. A series expansion of this Green’s functionC in modal
eigenfunctions yields

C~r ,z,v!5(
l

c l~r ,z,T!Pl~r !, ~7!

where thec l(r ,z,T) are the adiabatic~local! vertical modes
and thePl are the modal amplitudes. The complex eigenval-

FIG. 6. Schematic diagram of the source–receiver track useful for model-
ing. The region between the two solid parallel lines corresponds to the
geotime period between 19:00 and 20:00 on 4 August 1995.
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ues are expressed asj l5ql1g l /2, and can be obtained from
the boundary value problem

d2c l~r ,z,T!

dz2
1H v2

@c0~z!1dc~r ,z,T!#2
2j l

2~r ,T!J
3c l~r ,z,T!50, ~8!

subject to the usual surface and bottom boundary conditions
and interface conditions. Normalized vertical modes calcu-
lated from Eq.~8! for different frequencies at the receiverr
5rR and geotime 19:00 are shown in Fig. 7, along with
modes extracted from the SWARM data. Excellent agree-
ment between the calculated and the experimental modes
indicates that the parameters selected for the sound-speed
formulas adequately represent the experimental waveguide.

Next, Eq.~8! is substituted into Eq.~7! and mode cou-
pling terms are neglected, which is consistent with the adia-
batic mode assumption.21 The latter is a reasonable approxi-
mation for along-crest propagation in the modeled
waveguide. Therefore, the modal amplitudesPl(r ) satisfy
the equation

F ]2

]x2
1

]2

]y2
1j l

2~r !GPl~r !50. ~9!

Equation ~9! is a 2D Helmholtz equation in which the
squared adiabatic eigenvalues play the role of the squared
wave vector~which itself is proportional to the refraction
index!. In the present casej l is complex and its imaginary
part incorporates modal attenuation.

The total time-integrated intensity of a broadband signal
at any point is expressed from Eqs.~3!, ~6!, and~7! by

I ~r ,z!5
4p

rc E
0

`

dvuS~v!u2(
l

uPl~r !u2c l
2~r ,z!. ~10!

As usual in such calculations, the cross terms that appear in
Eq. ~10! ~those withlÞm, wherem is the other summation
index! are neglected. The justification relies on the spatial
scale of the cross terms being determined byL lm , which is
the interference wavelength that is inversely proportional to
the difference of horizontal wave numbersl andm. Specifi-
cally, integration over frequency from Eq.~6! corresponds to
a summation of terms from Eq.~7! with different frequency-
dependent scalesL lm of interference beating. If the signal
frequency bandwidthdv>vL lm /L, then the cross terms are
negligible. For our situationdv;130 Hz, L lm<1 km, the
center frequencyv is no larger than 150 Hz, andL
;15 km, so the condition for elimination of the cross terms
is easily satisfied. The main quantity to be calculated isPl(r )
from Eq. ~9!.

A. Horizontal rays and vertical modes

A 2D ray solution for Eq.~9! has been published by
Weinberg and Burridge using their theory of ‘‘horizontal rays
~HRs! and vertical modes’’.22 The functionPl(r ) is assumed
in the form

Pl~r !5(
m

Aml~r !exp@ iuml~r !#, ~11!

whereAml(x,y) is the amplitude anduml(x,y) is the eikonal
for the mth HR component of thelth vertical modec l(r ,z).
In general, multiple HRs for a given vertical mode can reach
the point of observation. These rays have separate trajecto-
ries and different amplitudes and eikonals. Thus, a summa-
tion over all horizontal eigenrays~i.e., with the indexm! is
required. The amplitude and the eikonal satisfy traditional
2D equations of ray acoustics21,23

~¹ruml!
25ql

2~r !, ~12!

2¹rAml¹ruml1Aml¹ r
2uml1qlg lAml50, ~13!

where¹r5(]/]x,]/]y).
Ray trajectories in the horizontal plane are found from

the ordinary differential equations

drml

dt
5Ultml , ~14!

dqml

dt
5Ul¹ql , ~15!

wheredt5Ul
21A(dx)21(dy)2 is a measure of arrival time

for model, tml(r )5¹ruml(r )/uuml(r )u is a unit tangent vec-
tor to the horizontal ray,¹'5¹r2t(t¹r) is the transverse
gradient,Ul5(dql /dv)21 is the group velocity of thelth
vertical mode, andqnl5qltnl is the wave vector~tangent to
ray n for vertical model!. Equations~14! and ~15! describe
space-time HRs,23 because arrival time is the ray parameter.
Using these equations one can find both the trajectories of
the HRs and arrival times of the corresponding modal pulses.
These equations must be accompanied by conditions at the
source r s such that r l(t;rS ,tS)u t505rS and

FIG. 7. Normalized vertical mode functions~modes 1 and either 2 or 3! for
frequencies 30, 60, and 90 Hz. Solid curves show theoretical results based
on Eq.~9!; crosses show modal decomposition results from data.
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ql(r l ,t;r s ,ts)ur l5rs ,t505ql(xs ,ys)ts . If one defines tS

5(cosxS,sinxS), wherexS is the HR angle at the source,
thenxS and t can be considered as ray coordinates. Also, if
xS is fixed, a separate HR can be obtained, and for fixedt, a
wavefront exists in the horizontal plane. The HRs allow con-
struction of the eikonal function along a ray path

u l~r ,t !5u l~r s,0!1E
0

t

Ulql@r ~ t8!#dt8. ~16!

Because the spatial scale ofql in the horizontal plane is
uql /¹rql u, this value must be much greater than a wavelength
for applicability of HR theory. The amplitude of the HRs can
be written as

Al~ t !5Al~0!/AJ expH iu l~r ,t !2E
0

t

g l@r ~ t8!#/2dt8J ,

~17!

where J(t) describes the divergence of HRs;J(t)
5dV t /dV0 is the ratio of the lengths of corresponding
pieces of wavefronts along a ray tube.

An effective squared wave vector in the horizontal plane
is on the right side of Eq.~12!. Equivalently, an effective
mode-dependent refraction index can be introduced,nl(r )
5ql(r )/ql

0, where ql
0 is an eigenvalue for the waveguide

without ISWs. Because of the small perturbationudcu!c0 ,
which correspondingly impliesuql2ql

0u!ql
0, the refraction

index for HRs is a sum of the unperturbed value 1 and a
small perturbationm l due to ISWs, which depends upon
horizontal coordinates andT

nl
2~r ,T!511m l~r ,T!. ~18!

The quantitym l has appeared in various publications~for
example, see Ref. 15!

m l~r ,T!52
2Qk2

~ql
0!2 E0

H

@c l
0~z!#2N2~z!F~z!z~r ,z,T!dz

52n lzsS rR ,T1
y2yR

V D . ~19!

The second equality in Eq.~19! uses the two factorsn l and
zs(r ,T), where zs was explained in Sec. III and is deter-
mined by the shape of the ISW train. The other factor

n l5
2Qk2

~ql
0!2 E0

H

@c l
0~z!#2N2~z!F~z!dz, ~20!

depends on the waveguide parameters.
The refractive index in the horizontal plane depends on

frequency through its dependence on the eigenfunction, be-
cause of the overlap of the eigenfunction with the ther-
mocline layer.16 Generally the eigenfunctions are not
strongly frequency dependent. However, the portion of the
eigenfunction overlapping the thermocline can be sensitive
to frequency ~see, for example, Fig. 7!. Values of
um̄ l u5n lzs are shown in Fig. 8 as a function of frequency and
characterize the refractive index when the ISW amplitudezs

is at its maximum~;10 m!.

An example is provided here of a simple estimate of the
refraction index for an HR~as shown in Ref. 14!, using num-
bers that are typical of SWARM. Ifht /H;0.2, whereht is
thickness of the thermocline, then the average Brunt–Vaisala
frequency in that layer isN0;12 cph or;0.02 rad/s. Con-
sequently from Eq.~20!, n l;431024 m21, so the correction
to the squared refraction index in the horizontal plane is
um̄ l u;431024zs . This value corresponds to the detailed cal-
culations from Eq.~20! in Fig. 8.

The negative sign in Eq.~19! means that if a minimum
displacement~z50! falls on the source, then the refraction
index has a local maximum at this point as a function ofy. In
this case HRs emitted from the source deviate toward thex
axis, denoted as ‘‘defocusing’’@Fig. 9~a!#. If a maximum
displacement~soliton peak! falls on the source, then ‘‘focus-
ing’’ @Fig. 9~b!# occurs. Using the reciprocity principle, this
argument also applies from the viewpoint of incoming rays.
In the SWARM experiment, the available record of ISWs
was obtained at the receiving array, so it is appropriate to
apply these ideas for incoming rays.

To estimate how the space-time distribution of the sound
field is affected by a passing ISW train using the HRs, con-
sider an angular sector in thexy plane where the emitted
HRs ~at anglex0 , as shown in Fig. 10! have turning points
in the region between two peaks of the ISW train. This situ-
ation reflects the focusing, or increasing intensity within this
region. Using the waveguide parameters appropriate for
SWARM gives a critical angle estimatex0;2Aun lzsu
;8 deg for this example. The maximum longitudinal scale
X0 for focusing is half a ray cycle distance in the horizontal
plane for rays with deviation of orderL/2, whereL is the
distance between adjacent peaks in the ISW train in they
direction, as shown in Fig. 10. This can be estimated as

X05E
0

ȳ dy

tgx~y!
5E

0

L/2 dy

An lzs~y!
;

2L

x0
. ~21!

For example, ifL;400 m andz0;10 m, thenX0;6 km.
This means that the ‘‘critical region’’ where the horizontal
refraction can be manifested is within the sector with central
anglex0 and distances greater thanX0 from the source~see

FIG. 8. Frequency-dependent index of refraction for horizontal rays at the
maximum ISW amplitude~10 m!, calculated for the five lowest vertical
modes. Dashed lines indicate the approximate frequency band of interest in
the airgun data~30–160 Hz!.
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Fig. 10!. This explains why, in the SWARM experiment, the
source–receiver separation and ISW parameters and posi-
tions~see Fig. 1! permit the influence of horizontal refraction
on the sound field to be observed. In Fig. 9, HRs are pre-
sented for two geotimes~19:16 and 19:22 GMT! that corre-
spond to a maximum and minimum in the time dependence
of time-integrated intensity, as shown in Fig. 5. The intensity
maximum corresponds to the case of defocusing, whereas the
minimum ~19:22 GMT! corresponds to focusing.

Using HRs one can roughly estimate the amplitude of

the intensity fluctuations observed in Fig. 5 as a function of
geotime for the experimental conditions. At a distance of 15
km from the source and using the estimated waveguide pa-
rameters calculated above, in the absence of ISWs a homo-
geneous intensity distribution would occur along the circular
arc in Fig. 10. For the sector with central anglex0;8 deg,
the length of the arc is Lx0;2 km. For the focusing sce-
nario the intensity in this area will concentrate between ad-
jacent crests of the ISW. As noted above, this area has a
length of ;400 m, so the intensity increases by approxi-
mately a factor of 5, or;7 dB. For the defocusing scenario
the ratio of intensities tends to infinity. The experimentally
observed fluctuation values may be somewhat smaller than
the focusing estimate because the acoustic track direction is
not exactly parallel to ISW crests, and the source and re-
ceiver are not located between the same peaks of the train. In
summary, the proposed mechanism of sound fluctuations is
the focusing/defocusing of HRs, which provides synchronic-
ity over depth, correlation with ISWs, and time-integrated
intensity fluctuation features that are observed in the data.

By considering the experiment from the viewpoint of
reciprocity, one can construct incoming HRs toward the re-
ceiver in order to describe the propagation. Examples of such
HRs are presented for defocusing@Fig. 11~a!# and focusing
@Fig. 11~b!# cases. As described previously for case~b!, the
source falls close to the shadow zone of HRs coming toward
receiver, and so an intensity minimum should occur. Corre-
spondingly for case~a!, the sound intensity should increase.

B. Frequency dependence

As discussed in the previous section, HR trajectories and
amplitudes depend on frequency through the eigenvaluesql

on the right side of Eq.~12!. Therefore, in the integral of Eq.

FIG. 9. ~a! Ray theory calculation of the acoustic field in the horizontal plane corresponding to geotime 19:16 GMT, showing defocusing by horizontal
refraction and an energy maximum;~b! same as~a!, but corresponding to geotime 19:22 GMT, showing focusing and an energy minimum;~c! and~d!, same
as ~a! and ~b! but using the PE method. Corresponding ISW positions are shown to the left of each plot, and bold straight lines denote the source–receiver
track.

FIG. 10. Schematic diagrams showing:~a! patterns of horizontal rays with
respect to the ISW amplitude, with dashed lines showing turning points of
the rays focused within the critical anglex0 and curved lines representing
horizontal rays with launch angles nearx0 ; and~b! ISW amplitude in theyz
plane.
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~10!, different contributions to the time-integrated intensity
come from different frequencies. Recall that in Fig. 8 the
magnitude of the refraction index is plotted versus frequency
for five modes, with the vertical dashed lines representing
the frequency band relevant to the SWARM airgun results.

To understand the propagation of broadband signals, the
frequency dependence of the mode functions and of the HR,
and their connections, need to be explained. From waveguide
modal analysis,23 at a fixed frequency the higher-order
modes have their maximum amplitudes closer to the sea sur-
face and hence to the layer containing the ISWs. The maxi-
mum amplitudes of lower modes are well below this layer.
Hence, the higher modes have a greater chance of overlap-
ping the thermocline.15 As a function of increasing fre-
quency, the maximum amplitude of each mode tends toward
the sea bottom. Consequently, a frequency exists for which
the amplitude of a particular mode overlaps with the internal
wave layer. The existence of a maximum index of refraction
at this frequency can be interpreted as having a number of
HRs corresponding to a ‘‘quasiresonant’’ frequency, which
increases their contributions to the sound field~in the case of
focusing! and in turn provides higher intensity in comparison
with other frequencies. Correspondingly in the case of defo-
cusing, we should observe deeper minima for these qua-
siresonant frequencies. Away from this special frequency the
effect of HRs reduces, as is shown clearly for modes 1
through 5 in Fig. 8. For some frequencies, an overlap occurs
between the index of refraction of different modes. For ex-
ample, in the band of interest in the SWARM experiment,
~i.e., 30–160 Hz! the refraction indices for modes 1 and 4 are
below those of modes 2 and 3, while the latter overlap. This
phenomenon causes frequency-selective behavior of the re-
fraction index and is similar to chromatic aberration in op-
tics, where the focusing properties of a lens depends on the
frequency/color of light.

To apply this theoretical result for interpretation of ex-
perimental data requires caution, since the single WVLA
shown in Fig. 1 limits the ability to extract spatial informa-

tion. However, it is possible to confirm the frequency depen-
dence using the temporal behavior of the spectral time-
integrated intensity. From the above reasoning the
fluctuations due to the focusing/defocusing process increase
with increasing refraction index. Thus, if separate frequency
or modal components of the sound field are considered, these
fluctuations will be greater for components having higher
values of refraction index, which depends on mode number
and frequency.

To illustrate this important point for SWARM, the spec-
trum of the received signals as a function of geotime for
different modes is extracted from experimental data for the
30–160-Hz band. The following processing of experimental
data was carried out. After frequency filtering the received
pulsesP(z,t;T) with the sliding windowD f 510 Hz for all
geotime, a modal decomposition of the signal is performed

Pv~z,t,T!5(
l

c l~z!alv~ t,T!cos~vt1u l !, ~22!

wherePv is a spectral component andu l is the phase shift.
The modal time-integrated intensity for each frequency inter-
val is calculated as

I lv~T!5 1
2E

T

T1Dt

alv
2 ~ t,T!dt. ~23!

The results are shown in Fig. 12, which shows the fluctuation
amplitude of each mode varying as a function of frequency,
mode number, and geotime. For example, mode 1 has the
largest fluctuations for the frequency band of 90–100 Hz,
while mode 3 shows the largest fluctuations for 150–160 Hz.
The character of the intensity fluctuation certainly differs for
each mode as a function of frequency. Note that due to the
frequency and mode number dependence of the refraction
index, exact synchronicity of sound fluctuations for all
modes and frequencies does not occur, as can be seen from
Fig. 12. The synchronicity is revealed as a result of some
averaging over frequency or space intervals.

To further interpret these results, we calculate the
squared average value of the modal energy flux fluctuations
after removing the mean. We use the concept of scintillation
index ~SI! defined for given mode number and frequency24:

SI l
2~v!5

^I lv
2 &2^I lv&2

^I lv&2 , ~24!

where^F&51/T0*0
T0F(T)dT. This quantity characterizes the

average fluctuations for the entireT051-h period in Fig. 13,
which shows results on a dB scale for the three lowest
modes. By comparing these dependencies with the refraction
index behavior in Fig. 8, the averaged value of fluctuations is
seen to depend on frequency. For example, the amplitude of
the first mode undergoes less fluctuations than the second
mode for all frequency bands, which corresponds to Fig. 8
where the refraction index for the second mode is always
greater than the first. The fluctuations of the third mode for
frequencies less than;100 Hz are less than those of the
second mode, while for frequencies greater than;100 Hz
the opposite behavior occurs. This behavior is also similar to
the frequency dependence of the refraction index in Fig. 8.

FIG. 11. Horizontal rays shown from the viewpoint of incoming rays at~a!
19:41, and~b! 19:47 GMT. Corresponding ISW positions are shown to the
left of each plot. Note that the source position is at the origin for both cases.
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Note the qualitative similarity between Figs. 8 and 13. Be-
cause of the frequency dependence, the curves in Fig. 13 will
have the same shape at any receiver within the critical sector,
because Eq.~20! depends on the unperturbed waveguide pa-
rameters only.

C. Parabolic equation calculations in the horizontal
plane

The HR technique above provides a method to under-
stand and interpret the basic features of sound propagation in
the presence of horizontal refraction. However, HR calcula-
tions have the usual problems of ray caustics, so the theory is
rarely applied for experimental comparisons. A more appro-

priate technique for this goal is the parabolic equation~PE!.25

A version of this method known as the adiabatic mode PE
~AMPE! was developed for 3D calculations without mode
coupling.26

In order to compare calculations with the observed ex-
perimental fluctuations using this PE, the starting point is the
received field for a fixed frequency as a function of geotime
T and source positionC(r ,z,v). Equation~7! is rewritten
with the new variablePl

0(r r ,r s) introduced

C~r ,z,v!5(
l

c l~r s ,zs!c l~r ,z!Pl
0~r ,r s!e

2~g l /2!ur2rsu,

~25!

where as before the source and receiver coordinates are
(r s ,zs) and (r ,z), and g l is the attenuation coefficient for
mode l. This revision of Eq.~7!, including the attenuation
and source depth factors, is convenient for the PE solution.
The solution of Eq.~9! is written in the form

Pl
0~r ,r s!5Fl~x,y!exp~ iql

0x!, ~26!

whereFl(x,y) is a slowly varying function in the propaga-
tion direction for each mode. ConsideringFl(x,y) in the
forward-scattering approximation (]Fl /]x!ql

0Fl) leads to a
PE in the horizontal plane

]Fl

]x
5

i

2ql
0

]2Fl

]y2
1

iql
0

2
m lFl . ~27!

FIG. 12. Modal spectral time-integrated intensityI iv(T) in dB versus geotime for the three lowest modes and five spectral bands, calculated from data using
Eq. ~23!.

FIG. 13. Scintillation index,SI versus frequency for the three lowest
modes; experimental values~points, joined by broken line! and their inter-
polation using mean square approximation~solid line!.
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The numerical solution of this equation can be produced with
the standard split-step algorithm using the Fourier transform,
although more accurate procedures26 use other methods.

As an example of calculating the modal amplitude in a
horizontal plane for fixed frequency, the solution of Eq.~27!
is presented for the same case as done with the HR method
earlier. The results are presented in Figs. 9~c! and ~d! for
comparison with the HR calculations in Figs. 9~a! and ~b!.
These plots show the distribution of the second vertical mode
amplitude for frequency 100 Hz. Excellent qualitative corre-
spondence between results for the HR and PE methods is
shown in depicting focusing and defocusing of the field, as is
expected. To use this method for interpretation of and com-
parison with SWARM data, the spectral time-integrated in-
tensity summed over all modes is calculated from the equa-
tion

I v~r ,z!5
4p

rc
uS~v!u2(

l
c l

2~r s ,zs!c l
2~r ,z!uPl

0~r ,r s!u2

3e2g l ur2rsu. ~28!

For the geotime behavior of total time-integrated intensity,
integrate Eq.~28! over frequency to obtain the analogue of
Eq. ~10!

I ~r ,z!5E
0

`

I v~r ,z!dv. ~29!

V. COMPARISON OF DATA AND MODEL RESULTS

A comparison between the experimental data and mod-
eled results is shown in Fig. 14. Figure 14~a! shows contours
of the total time-integrated intensity from Eq.~3! of the re-

ceived acoustic signal on the WVLA from 19:00 to 20:00
GMT. This figure, which is constructed using all 16 hydro-
phones of the WVLA, clearly shows the 10- to 15-min peri-
odicity of the intensity fluctuations versus geotime. In Fig.
14~b! the modeled results over the same geotime period are
shown using calculations from the PE in Sec. IV-C. Five
modes are used over the frequency band of 30–160 Hz,
which is sufficient because nearly all the spectral energy is in
the lowest part of this band and because higher-order modes
contribute very little to the total acoustic field. Comparison
of Figs. 14~a! and~b! confirms the 3D behavior of the wave-
guide in the presence of ISWs. The depth distribution of the
time-integrated intensity, as well as the quasiperiodicity of
the fluctuations, agrees well with the experimental data. Fur-
thermore, very good agreement is shown for the depth loca-
tions of the intensity maxima, especially for the second half
of the 1-h period. This is due to the passage of three large
ISW peaks during this period. Differences between theoreti-
cal calculations and experimental data exist in the geotime
arrivals of the maxima of the time-integrated intensity pat-
terns ~shifts of 3 to 5 min in arrival of the high-intensity
bands near geotimes 19:25, 19:15, and 19:07 GMT in the
calculated results!. Other differences arise from the idealiza-
tions of the shallow-water waveguide model, such as the
plane wavefront assumption for the ISW train. In the absence
of detailed measurements of the ISW front curvature and
other features, more precise matches with the experimental
results are not expected. Moreover, the comparisons here be-
tween data and calculations are of one quantity, the total
time-integrated intensity, which is expected to be more ro-
bust than others such as individual received pulses or their
spectra.

The comparatively good agreement that is obtained for
the positions of the last maxima in Fig. 14~b! can be dis-
cussed further. Within the framework of the plane wavefront
assumption, three distinct small ISWs pass through the
WVLA during the period 19:00 to 19:30 GMT, when large
ISWs are detected at the source~see Fig. 9!. From 19:30 to
20:00 GMT we have the opposite situation, with large ISWs
at the receiver. The latter period can be modeled more real-
istically and naturally gives the predominant contributions to
3D effects. Moreover, the latter situation where the three
maxima are visible at the receiver is well described by the
incoming ray analogy~shown in Fig. 11!. Some minor dif-
ferences between the experimental data and the modeled re-
sults in Figs. 14~a! and ~b! can be attributed to the lack of
detailed environmental data along the acoustic track, includ-
ing the bottom properties and the range-dependent sound-
speed profile. However, it is noted that the modeling results
presented here provide all the features of intensity fluctua-
tions due to horizontal refraction.

Finally, Fig. 14~c! is presented to demonstrate conclu-
sively the important role of horizontal refraction in the time-
integrated intensity fluctuations. These contours represent the
results of model calculations for the same experimental pe-
riod but without taking into account horizontal refraction.
This is accomplished by using the 2D adiabatic mode
approximation,21 which is valid because the sound-speed
gradient along the acoustic track is relatively small,;6

FIG. 14. Contour plots in depth and geotime for fluctuations of time-
integrated intensity in normalized units:~a! experimental results@top#; ~b!
modeling results using horizontal PE and vertical modes@middle#; ~c! mod-
eling results using adiabatic modes without horizontal refraction@bottom#.
The color unit is in dB.
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31023 s21. In this case the expression forFl(x,y) in Eq.
~26! is found from Eq.~27! by neglecting the refraction term
and using the appropriate source normalization. The corre-
sponding formula for the spectral time-integrated intensity
differs from Eq. ~28! by replacing uPl

0(r ,r s)u2 with
1/(8pqlL). The space-time intensity patterns in Fig. 14~c!
are quite different from both the experimental results and the
calculations including horizontal refraction. Figure 14~c! rep-
resents a 2D interference pattern with time-integrated inten-
sity fluctuations of less than about 15%. For example, in the
temperature record of Fig. 2 near geotime;19:30 GMT,
cold water occurs from a soliton displacement minimum.
This thermocline rise broadens the effective sound channel
and decreases intensity in the 2D calculations near;19:34.
At ;19:36 in Fig. 2 the water is warmer, the thermocline
sinks corresponding to a soliton maximum, the sound chan-
nel narrows, and the sound intensity increases near;19:41.
This is opposite to predictions from the 3D modeling and the
experimental data.

VI. CONCLUSIONS

When broadband acoustic signals propagate through
ISWs, time-integrated intensity fluctuates with periods close
to that of the ISW. Depending on the source–receiver geom-
etry, the orientation of the internal wavefront with respect to
the acoustic track, and other parameters of the waveguide
such as the ratio between the thermocline layer thickness and
the water depth, this effect could be significant~as large as
10 dB in the SWARM data presented here!.

The experimental data in this paper indicate significant
peak-to-peak total pulse-integrated intensity fluctuations of
broadband signals. In addition, they are largely synchronous
in water depth, so that the total signal energy in the water for
a given geotime remains largely the same for all depths~be-
low the thermocline!. These features are interpreted as mani-
festations of 3D refraction in this shallow-water waveguide.
To explain them, a theoretical model using horizontal rays
and vertical modes is described. Results of the vertical mode
and frequency spectrum decomposition of data are in strong
agreement with model calculations. It is relevant to note that
characteristics of the time-integrated intensity fluctuations
can be qualitatively interpreted within the framework of ray
theory. A direct comparison with integrated intensity data is
facilitated using a horizontal plane PE model. The compari-
son between calculations and measured data shows good
agreement, including the main features of the fluctuations.
However, mismatches do occur, such as a time shift~up to
;3 min in Fig. 14! in the geotime dependence of integrated
intensity. The differences result from idealizations in the
waveguide model, which is based on data from thermistors at
different depths along the receiver array. With only one point
measurement, the ability to model properties, such as orien-
tation, speed, and curvature, along the ISW wavefront is lim-
ited. It is noteworthy that, although small perturbations of the
ISW speed and orientation angle modify the results, the syn-
chronicity in depth and overall fluctuation amplitude is ro-
bust and does not vary significantly. Frequency-dependent
focusing effects due to horizontal refraction are also found,

with quite good agreement between theoretical and experi-
mental results. This feature is analogous to chromatic aber-
ration in optics.

Future work remains on this topic. Experimentally, a
data set is needed that encompasses more frequencies, azi-
muthal angles, and ranges. Direct measurements of any ISW
wavefronts would be extremely valuable. Theoretically, the
structure of the horizontal (x–y plane! modes, both trapped
and continuous, that is created between the ISWs should be
investigated. The ray and PE representations, as well as
rough estimates14 and numerical properties18 of this struc-
ture, have been carried out, but more detailed analysis of the
horizontal modes should produce additional insights into the
physics of this fascinating ducting effect.
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APPENDIX: Estimation of ISW speed V

The ISW speedV in the SWARM region can be esti-
mated using some canonical models. For a water column
with two layers, H5h11h2520150570 m, where each
layer has constant temperature, selectDT5T22T1

;13 deg. It follows thatDr;1.7 kg/m3, so the buoyancy
frequency isN;10 cycles/h. If the ISW train consists of
separate KdV solitons, for each of which

z5z0 sech2@~y2VT!/D#,

where26

V5c01z0ã/3, D5A12b̃/ãz0,

then

c05Ag
Dr

r

h1h2

H
, ã5c0

3~h12h2!

2h1h2
,

b̃5c0

h1h2

6
.

For SWARM conditionsc0;0.55 m/c, b̃;90 m3/s, andã
;0.024 s21. Furthermore, ifz0;10 m, thenD;70 m and
V;0.65 m/s. The differences between the speeds of separate
solitons of different amplitudes in the train are ignored, so
the whole train is assumed to move with the same speed.
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Geoacoustic inversion with ships as sources
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Estimation of geoacoustic parameters using acoustic data from a surface ship was performed for a
shallow water region in the Gulf of Mexico. The data were recorded from hydrophones in a bottom
mounted, horizontal line array~HLA !. The techniques developed to produce the geoacoustic
inversion are described, and an efficient method for geoacoustic inversion with broadband beam
cross-spectral data is demonstrated. The performance of cost functions that involve coherent or
incoherent sums over frequency and one or multiple time segments is discussed. Successful
inversions for the first sediment layer sound speed and thickness and some of the parameters for the
deeper layers were obtained with the surface ship at nominal ranges of 20, 30, or 50 water depths.
The data for these inversions were beam cross-spectra from four subapertures of the HLA spanning
a little more than two water depths. The subaperture beams included ten frequencies equally spaced
in the 120–200 Hz band. The values of the geoacoustic parameters from the inversions are validated
by comparisons with geophysical observations and with the parameter values from previous
inversions by other invesigators, and by comparing transmission loss~TL! measured in the
experiment with modeled TL based on the inverted geoacoustic parameters. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1848175#

PACS numbers: 43.30.Pc, 43.60.Gk@AIT # Pages: 626–637

I. INTRODUCTION

Sophisticated geoacoustic inversion techniques have
been developed and applied to a variety of problems involv-
ing shallow water environments with both measured and
simulated data.1–10 Much of the previous work with mea-
sured acoustic data was done with transmission loss~TL!,1

arrivals from impulsive sources,3,7,9 or other special wave
forms.2,5,6,8 There is a significant advantage to using broad-
band sources for geoacoustic inversions, and these previous
analyses have given valuable insight into the requirements
for performing successful shallow water inversions with con-
trolled broadband sources. As potential broadband sources
for geoacoustic inversions, surface ships in shallow water
environments are abundant, but their output spectra are not
under measurement control. Battleet al. ~in Ref. 10, pp.
454–467! discuss inversion with cw lines received on a
towed array but emitted at short ranges from the towing ves-
sel. It is the purpose of this paper to consider techniques that
can be used in shallow water with broadband data from un-
controlled sources of opportunity at many water depths in
range.

To work with sources of opportunity, one issue that must
be addressed is that the processing not be dependent on spe-
cific knowledge of the source spectrum. This affects the se-
lection of a suitable cost function for optimization. A number
of other issues must be addressed to obtain successful inver-
sions in general for shallow water geoacoustic parameter val-
ues. Suitable frequency bands, receiver apertures, and
source–receiver geometries need to be identified. A seabed
description with an adequate level of complexity must be
formulated, particularly for areas with soft sediments~sound
speed at the top of the sediment less than the sound speed at

the bottom of the water column! for which acoustic interac-
tion with sediment sublayers may be significant. Parameter
uncertainties need to be determined, and data collection
schemes and processing algorithms should be developed to
minimize parameter uncertainties in typical high noise shal-
low water environments. The processing must be robust, i.e.,
the values obtained for geoacoustic parameters from multiple
inversions in the same area should be consistent if the envi-
ronment does not change, and the signal-to-noise ratio re-
quired to achieve robustness needs to be established. The
approach taken in the paper is to address these issues within
the context of an actual inversion from measured data.

The acoustic data analyzed in this study were collected
on a horizontal line array~HLA ! deployed on the ocean bot-
tom in the Gulf of Mexico during an experiment designed to
support tests of various geoacoustic inversion methods.9 The
data processed for the analysis presented here were from an
endfire radial traversed toward the HLA at 8 kt by the ex-
perimental platform, the R/V Longhorn. The auxiliary envi-
ronmental data collected were water column sound speed
profiles from measurements of conductivity and temperature
as a function of depth~CTD!, ship GPS recordings, and
bathymetric soundings. Acoustic cw and impulsive sources
were deployed on several tracks. Also, previous inversion
results and numerous geophysical surveys in the area provide
a basic description of the bottom as a soft layer overlying a
harder, sand-like layer.9,11 Table I is the starting geoacoustic
profile for the inversions discussed in this paper. The values
in Table I are not necessarily physically self-consistent.
However, the starting values of the geoacoustic parameters
need not be the actual values or consistent with any particu-
lar physically reasonable sediment because the solution from
the inversion should be independent of the starting values.a!Electronic mail: koch@arlut.utexas.edu
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A range independent normal mode model was used to
describe the forward propagation because the environment
along the selected data track is close to being horizontally
stratified.12 Simulated annealing was chosen to sample the
geoacoustic parameter space for the best data-model fit.13

Both the normal mode and simulated annealing algorithms
are well understood, and their selection involves no substan-
tive issues, although practical systems for either range-
dependent or real-time implementations may require more
sophisticated modeling or inversion techniques for accuracy
or efficiency.10

To accommodate the lack of knowledge concerning the
frequency-dependent phase of the source spectrum, several
variants of a cost function using cross-spectra from both el-
ements and subaperture beams were tested.14,15 Consider-
ations involved in choosing cost functions with cross-spectra
were discussed by Frazer and Sun in a geophysical context.16

Previously, Musilet al.5 investigated the performance of a
cost function based on element cross-spectra from a vertical
array for multiple time segments, i.e., time series samples on
which a fast Fourier transform~FFT! to the frequency do-
main is performed. Matched field processing with beam data
has been examined also.17,18 The cost functions and uses of
beam data for multiple time segments that are examined in
the present paper differ in two main aspects from these pre-
vious works. First, this paper tests the use of a cost function
formed by summing over the off-diagonal cross-spectral ma-
trix elements only, which permits a coherent gain through the
sum over frequency components and time segments.14,15,19,20

For this paper inversions were obtained both from single
time segment data and from multiple time segment data. Sec-
ond, aside from the use of subaperture beam cross-spectra as
data in the cost function, each subaperture is treated as a
single receiver element with respect to forward model com-
putations, which improves efficiency. In other words the sub-
apertures provide some array gain, but they are still treated
as a single omni-directional element in calculating the propa-
gated field. The performance of inversions from single time
segments are compared in this paper with inversions from
multiple time segments, and inversions from beam data are
compared with inversions from element data.

Several validations of the inversion results are pre-
sented. To examine the consistency of the values obtained for
the geoacoustic parameters, a comparison of the results from
inversions with data in different spectral bands and from dif-
ferent temporal segments were performed. Partial distribu-
tions of the cost function samples from the inversion were
also used to characterize parameter uncertainties. Measured

TL was compared to TL computed using the geoacoustic
parameters obtained from the inversion to provide an inde-
pendent validation of the inversion procedure. The quality of
source localizations based on the parameters from the inver-
sions are examined. Finally, time series received from impul-
sive sources were simulated and compared with the mea-
sured data.

The issue with the greatest impact on the inversion re-
sults was the nature of the noise field. Although surface ship-
ping is prevalent in the neighborhood of the experimental
site, the presence of two seismic sources operating in the
area dominated the low frequency bands. The noise field
levels fluctuated significantly over tens of seconds and dic-
tated the inclusion of multiple data time segments~temporal
averaging! in the cost function to produce consistent results
from the inversions.

The organization of the paper is as follows. Section II
describes the experiment from which the surface ship data
were obtained. Section III discusses the processing used to
invert for the geoacoustic parameters from the recordings of
surface ship data. Section IV summarizes the results obtained
from inversions with single and multiple time segments.

II. EXPERIMENT

An experiment, designed to support shallow water geoa-
coustic inversion analyses, was conducted in the Gulf of
Mexico in February 1998. Details of the experiment and re-
sults from geoacoustic inversions of impulsive sources in the
area are available in Ref. 9. The data processed for this paper
are 32K FFT spectra sampled at 2457.6 Hz. The data were
recorded from a 52-element bottom-mounted HLA. The
source of interest is the R/V Longhorn as it approached the
HLA at 8 kt on one endfire approximately along the 110 m
bathymetric contour from north of east. The array geometry
and sample positions of the R/V Longhorn during the time
segments analyzed in this paper are depicted in Fig. 1. The
length of the array is about 530 m. For each of the HLA

TABLE I. Sediment geoacoustic parameter values used to initialize the in-
versions.

Layer 1 Layer 2 Half-space

Top sound speed~m/s! 1483.77 1563.37 1697.92
Bottom sound speed~m/s! 1553.63 1680.42
Density ~g/cm3! 1.72 1.81 1.845
Top attenuation~dB/m kHz! 0.021 54 0.023 66 0.3086
Bottom attenuation~dB/m kHz! 0.033 09 0.078 06
Thickness~m! 45.1 78.58

FIG. 1. Location of the HLA, the subapertures used for the inversions, and
R/V Longhorn track positions from GPS during the intervals from which
data were processed. The position is plotted at every other time sample for
each of the three processing intervals.

627J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 R. Koch and D. P. Knobles: Geoacoustic inversion with ships as sources



hydrophone elements FFT, spectra from 75 time segments
were produced from a total interval of nearly 17 min.

During the selected data interval, a number of sources
contribute to the acoustic field at the array, as shown in the
bearing-time display~BTD! of Fig. 2, which was obtained by
cross-correlating adaptively formed subaperture beams.21–23

The BTD in Fig. 2 shows two seismic profilers, one off each
endfire, operating in deeper water east–southeast and south-
west of the array. In only a few of the 75 time segments are
neither of the seismic sources active. Also evident in Fig. 2
are at least two sources at constant bearing. These sources
are thought to be distant surface ships south–southwest of
the array. For other frequency bands the BTDs show several
other possible surface ship tracks. Finally, the approach of
the R/V Longhorn from the east is heralded in the BTD at
bearings 60°–90° by the diverging tracks characteristic of
multipath arrival structure.~Individual vertical arrivals are
manifest on the conical HLA beams as sources with distinct
horizontal bearing and differentially become more vertical,
i.e., diverge in horizontal bearing, as range decreases.! End-
fire beam spectra, shown in Fig. 3, from the eastern subap-
erture exhibit both the seismic profiler bursts~horizontal
bands! and striations~bands tilted from the horizontal! pro-
duced by interference between the multipath arrivals from
the R/V Longhorn.

The water column sound speed profile shown in Fig. 4
was used for the forward model calculations12 in the inver-
sions for this paper. It is a coarsely depth sampled represen-
tation of the more finely sampled profiles taken in the neigh-
borhood of the array shortly after deployment and at the

eastern endfire 10 km from the array around the time of one
of the implosive source deployments.9 The measured profiles
were made about 12 h before the experimental run that pro-
duced the data processed for this paper. No profiles from the
time of the run are available because it was necessary to
terminate the experiment prematurely due to adverse weather
development. Inversions like those discussed in this paper
were performed with other variants of the measured profiles.
These inversions did not produce significantly different val-
ues for the well-determined geoacoustic parameters. Results
from inversions with higher frequency data than those used
in this work might be more dependent on the details of the
water sound speed profile in the forward model.

III. PROCESSING SCHEME

A. Sediment parametrization

A previous inversion of data from an impulsive source
deployed in the experiment at a range of 10 km was based on
a fluid model. For the forward propagation model
calculations12 the fluid sediment description had two layers
overlying a homogeneous half-space, which is a coarse real-
ization of the geophysical data in the area. Only the water
depth and the parameters for the top sediment layer were
obtained.9 For sources at shorter ranges, the received field
may be sensitive to the deeper sediment layer structure.
Hence, the inversions for this paper were performed for fluid
model parameters in both sediment layers and in the half-
space. It was expected that examining cost function distribu-
tions assembled from the optimization process would reveal
which parameters are either not well determined or otherwise
inaccessible.

In the fluid layer sediment description employed for the
work described in this paper, the sediment layers each have a
thickness,Hi , a linear depth dependent sound speed,

ci~z!5ci01~z2zi !gi , ~3.1!

FIG. 2. Bearing-time display for the interval from which data were pro-
cessed.

FIG. 3. Eastward endfire beam spectrum from the eastern 26-element sub-
aperture for the interval from which data were processed.

FIG. 4. Water sound speed profile used for the forward propagation model
calculations.

628 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 R. Koch and D. P. Knobles: Geoacoustic inversion with ships as sources



a constant density,r i , and a linear depth dependent attenu-
ation,

a i~z!5a i01~z2zi !a i8 , ~3.2!

where zi is the depth of the top of sediment layeri. The
surficial values of the sound speed and attenuation in theith
layer areci0 and a i0 , respectively, andgi and a i8 are the
corresponding gradients. The half-space has constant sound
speed,cs , density,rs , and attenuation,as . The parametri-
zation selected for this paper uses the water depth,H05z1 ,
the layer thicknesses, the half-space and sediment layer den-
sities, the attenuations at the top of the sediment and sub-
strate layers, the sediment layer attenuation depth gradients,
the sediment layer sound speed depth gradients, and the ra-
tios of the sound speed at the top of each layer~sediment and
half-space! to the speed at the bottom of the previous layer.
These sound speed ratios are

R15c10/cw , ~3.3!

R25c20/c1~z11H1!5c20/c1~z2!, ~3.4!

and

Rs5cs /c2~z21H2!, ~3.5!

wherecw is the sound speed at the bottom of the water col-
umn. Having the sound speed ratios and gradients be anneal-
ing parameters means that, for example, adjusting the sound
speed at the top of the first layer affects the overall values in
the sound speed profile, but preserves the impedance con-
trasts at the intervening layer interfaces.

B. Cost function

The general form of the cost function selected for the
inversions reported in this paper is based on a correlation of
hydrophone or beam cross-spectral data with corresponding
modeled cross-spectra. Several variants of this general form
were examined. These cost function variants tested the effect
of frequency averaging over a few hertz about each center
frequency, the dependence on the sample of center frequen-
cies, and the effect of including multiple temporal samples.
Cross-spectral values were used as data for processing ship
noise because they are independent of source phase, which
often varies with frequency if the dominant noise excitation
processes are uncorrelated across frequency.~In contrast, the
phases of the frequency components of an impulsive source
wave form are correlated, and a cost function can be derived
from the peak correlation of single element measured and
modeled time series.3,9,16!

The cost function variants analyzed for the work pre-
sented in this paper have the general formC(X,Y)51
2c(X,Y), whereX is source position at the initial sample
time, t0 , andY contains the inversion parameters. The data–
model correlation of cross-spectra over center frequency,f 0 ,
and time sample,k, is given by

c~X,Y!5 (
k, f 0 ,i , j

Ri j ~k, f 0!Mi* ~k, f 0!M j~k, f 0!/N, ~3.6!

whereN is the normalization that gives21<c~X,Y!<1. The
cost functionC(X,Y) is to be minimized, in which case the

data-model correlationc(X,Y) is greatest. In Eq.~3.6! and
throughout this paper the dependence onX and Y of the
modeled element fields,Mi(k, f 0) will be suppressed. The
cross-spectrum,Ri j (k, f 0), normalized and averaged about
f 0 , is constructed from the beam dataBi(k, f ) and Bj (k, f )
for subaperturesi andj at timetk . For the inversion process-
ing presented in this paper only conventional beams in the
frequency domain were constructed. Single hydrophone sub-
apertures are permitted, in which case the beam data reduce
to single hydrophone spectra. Thus, the data cross-spectra are

Ri j ~k, f 0!5 (
f ' f 0

Bi~k, f !Bj* ~k, f !, ~3.7!

where eachBi(k, f ) is normalized such that

15A(
i

uBi~k, f !u2. ~3.8!

The beam forBi at time tk is pointed from theith subaper-
ture phase center to the postulated source position atX
1r (tk)2r (t0), where r (tk) is the R/V Longhorn position
from the GPS reconstruction at timetk . The modeled field
Mi(k, f 0) is propagated from the source postulated atX
1r (tk)2r (t0) to the phase center of the subaperturei, and
the modeled fields for each subaperture are normalized such
that

15A(
i

uMi~k, f 0!u2. ~3.9!

The use of cross-spectra inc(X,Y) means that the unknown,
frequency-dependent phases in the data from the source
wave form can be ignored. The normalizations defined by
Eqs.~3.8! and ~3.9! were chosen to equally weight the con-
tributions from each frequency, both in the sum over center
frequencies in Eq.~3.6! and in the averaging that is per-
formed about the center frequency to construct the cross-
spectraRi j (k, f 0) via Eq. ~3.7!.

Several forms ofc(X,Y) were tested. Both single@only
the index valuek50 in Eq. ~3.6!# and multiple time sample
inversions were performed, and inversions for cost functions
with and without averaging about the center frequencies
were made. In addition inversion results were generated for
cost function variants in which the main diagonal (i 5 j
terms!, or other diagonals offset from the main diagonal,
were omitted from the sum in Eq.~3.6!. These were com-
pared with the result from an inversion using all of the cross-
spectral terms. When all the cross-spectral terms are used,
c(X,Y) is a Bartlett-type processor for which the averaging
over time samples and center frequencies may be termed
incoherentin the sense that the contribution toc(X,Y) from
each center frequency and time sample is positive. In con-
trast, omitting the main diagonal terms producescoherent
temporal and frequency averaging, in the sense that the con-
tributions toc(X,Y) from individual time samples and cen-
ter frequencies may be positive or negative, i.e., they may
constructively or destructively interfere. Previous work15,19,20

had found that the coherent averaging increased the peak-to-
background values ofc(X,Y) in matched field localization,
which made attractive the present application to geoacoustic
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inversion with ships of opportunity as sources. All of the
inversion results explicitly displayed in this paper were pro-
duced with the cost function obtained by omitting the main
diagonal terms. Comparisons of these inversion results with
those using a cost function that included the main diagonal
terms showed no difference in the parameters which were
well determined, as defined in Sec. III F, i.e., the cost func-
tions including and omitting the main diagonal have the
same global minimum. Also, the difference between cost
functions including and omitting the main diagonal terms
decreases as the number of subapertures increases. This is
because the ratio of the number of main diagonal to the num-
ber of off-diagonal terms, and the relative contribution of the
main diagonal terms when included with the off-diagonal
terms in the cost function, decreases inversely as the number
of subapertures.

For the inversions described in this paper, at each call to
the forward model with a new set of geoacoustic parameters,
the cost functionC(X,Y) is computed for a source depth of
2 m, appropriate for the draft of the R/V Longhorn, on a grid
of horizontal positionsX centered att0 on the reconstruction
position r (t0). ~Using other source depths from the interval
1–6 m had little impact on the geoacoustic values obtained
from the inversion.! The value of the cost function that is
returned to the simulated annealing algorithm is the grid
minimum,C(Xmin ,Ymin). The purpose of forming the spatial
grid of C(X,Y) is that the matched field localized position of
the surface ship varies as the geoacoustic parameters are var-
ied, and using too small a spatial search, e.g., a single point
at the GPS position, would magnify the effect of any errors
in the assumed position. Even if the ship GPS positions are
accurate, errors could still arise due to uncertainty in the
position and orientation of the HLA and due to offsets be-
tween the time on the clock in the array recording system
and the GPS clock. Performing the grid search for the source
position, rather than making annealing variables of the
source coordinates, is also computationally more efficient for
the forward model calculation. This approach may be viewed
as a variant of the focalization technique developed by Col-
lins and Kuperman.24 The results in this paper were obtained
using an 11311 grid of initial positions in the coordinates
shown in Fig. 1. The spacing of the grid points in bothx and
y was 25 m to produce a sample on a 250 m by 250 m
horizontal square. For inversions with multiple data time
samples, the propagation to the subaperture centers for tem-
poral samples at timetk is computed from a translation of
each of the points in the initial grid by the displacement of
the R/V Longhorn from timet0 , as determined from the GPS
observations. In actual applications it may be necessary to
determine the position, course, and speed of the ship of op-
portunity as part of the inversion. Thus, the inversion results
in this paper have been obtained under optimal conditions
with respect to knowledge of the source location. The uncer-
tainties obtained for the geoacoustic parameters will likely
be greater, and the requirements for consistency more strin-
gent, when the source position parameters are less certain.

C. Frequency band selection

The spectra from the 52 hydrophones in the array were
summed and averaged over frequency for several bands. Ex-
amination of the behavior of these averages over the data
segment selected for processing showed that bands below 50
Hz are dominated by the seismic sources to such an extent
that the approach of the R/V Longhorn is not apparent,
whereas the 120–200 Hz band, and to a lesser degree the
50–120 Hz band, shows clearly increasing levels as the R/V
Longhorn closes in range to the array. Therefore, it is not
surprising that little success or, more important, consistency
was obtained for inversions with data outside these two
bands, and the best results were obtained with the 120–200
Hz data. All of the inversion results explicitly displayed in
this paper were obtained with samples at ten center frequen-
cies, each averaged over 0.4 Hz, equally spaced in the 120–
200 Hz band. As discussed in Sec. IV, inversions performed
with this frequency sampling from single time samples ex-
hibited unacceptable variability and corresponding lack of
robustness. The variability could be reduced somewhat, but
insufficiently to achieve robustness, by substantially increas-
ing the number of center frequencies from the same band.

D. Aperture selection

All of the inversion results explicitly displayed in this
paper were obtained with beam cross-spectra from the four
subapertures indicated in Fig. 1. The easternmost subaperture
is comprised of four elements, and the other subapertures
each have five elements. The use of subaperture data, instead
of the individual element data, reduces the computational
load, because model fields must be computed only for propa-
gation from a source to estimated subaperture phase centers.

The subapertures provide some array gain against other,
interfering sources. However, the use of subaperture data in-
troduces two risks. One risk is that some multipaths from the
source may be excluded from the subaperture beams that are
formed, which will reduce the effective source strength and
the information available about the bottom structure. The
maximum vertical arrival angle spread, estimated from the
water sound speed maximum and the sound speed in the
bottom halfspace, is about 26° at ranges exceeding a few
water depths, whereas the minimum endfire beamwidth,
based on the longest subaperture and the highest frequency
in the processing band, is about 9°. Another risk is that the
modeled description of propagation from the source to a
single element at the estimated position of the subaperture
phase center may not correctly represent the signal captured
in the subaperture beam, e.g., because the effective position
of the subaperture is not at the estimated phase center.~The
position of the subaperture phase center is estimated by the
average of the element positions.!

Otherwise, the particular choice of subapertures exhib-
ited in Fig. 1 is somewhat arbitrary, and the length and num-
ber of elements in the HLA permits a variety of possibilities
with both shorter and longer total aperture. A few inversions
with the same number of subapertures from both longer and
shorter segments of the HLA were performed. Inversions
with longer total aperture gave somewhat better results, and
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inversions with shorter total aperture were less robust. Typi-
cally, the use of the total available aperture is desirable.

E. Annealing schedule

After some initial efforts to obtain geoacoustic inver-
sions from various intervals of the selected data set, it was
realized that the noise from the seismic profiling activity
significantly altered the structure of the cost function on the
space of geoacoustic parameter values. In fact, it became
apparent that determining whether a sufficiently well-defined
cost function minimum even existed was much more impor-
tant than locating the exact position of a minimum in a cost
function dominated by noise fluctuations. With that under-
standing, the appropriate choice of simulated annealing pa-
rameters is one that provides a sampling of the geoacoustic
parameter space sufficient to reveal a broad minimum, and
that does so efficiently. It was found that a total of 4800 cost
function samples using a temperature reduction factor of 0.9
and 12 iterations per parameter per temperature from an ini-
tial temperature of 0.1 were sufficient to yield good repre-
sentations of the cost function envelopes discussed in Sec.
III F.13,14 In addition, all of this paper’s results are from in-
versions initialized from the same set of geoacoustic param-
eter values. Subsequent optimizations with more extensive
searches and from other initializations confirmed the results
from the abbreviated sampling.

F. Uncertainty characterization

The quantification of errors in the parameter values ob-
tained from a geoacoustic inversion is necessary both to ap-
preciate the significance of any of the values reported and to
permit estimates of possible errors in predictions derived
from those values. Some recent work has focused on a rig-
orous theoretical development of techniques for estimating
parameter uncertainties and the application of these tech-
niques to the analysis of experimental data.8 For the re-
stricted sampling approach taken in this work, a more quali-
tative approach was adopted.

The cumulative sample of the costC as a function of the
annealing parameters can be displayed as a distribution of
values versus any one of the annealing parameters.9 The in-
version parameters for the distributions in Fig. 5 are the ratio
of the surficial sediment and bottom water sound speeds,R1

from Eq. ~3.3!, and the first layer density,r1 . Note that the
same set of cost function values appear in each of the distri-
butions in Fig. 5.

Also shown with each of the two distributions in Fig. 5
is the envelope of the distribution minima. In the figures that
follow, just the envelope of the distribution minima for each
inversion parameter will be displayed, instead of the whole
distribution of cost function values. This will be sufficient to
characterize the outcome of the inversion and will permit the
results of several inversions to be shown simultaneously. For
all of these displays, the envelopes were estimated by divid-
ing the allowed range for each parameter during the inver-
sion into 20 equal bins. Then, the minimum cost function
value in each parameter bin is assigned to the envelope value
at the bin center.

The two distributions of cost function values shown in
Fig. 5 differ significantly. The cost function values between
0.1 and 0.2 that comprise the minimum around the ratio R1

'0.975 are spread almost uniformly across the whole range
of the density,r1 . The reader should keep in mind that the
distributions shown in Fig. 5 constitute a limited sample of
the parameter space. The value obtained forR1 at the mini-
mum cost function value found during the annealing is likely
to be close to the global minimum, whereas the value ofr1

at the global cost function minimum might differ signifi-
cantly from the value obtained from the annealing process
represented in Fig. 5. Thus, cost function distributions that
have an envelope of minimum cost values like the one forr1

suggest that the corresponding parameter values determined
by the inversion are more uncertain than the values of pa-
rameters for which the envelope of minimum cost function
values has a well-defined minimum, like the one forR1 .

A caveat applies to the interpretation of displays such as
those in Fig. 5 and the remainder of this paper. The exhibi-
tion of a narrow minimum in a cost function distribution
guarantees neither the presence of the global cost function
minimum at that geoacoustic parameter value nor the agree-
ment of the geoacoustic parameter value at that minimum
with its actual value for the ocean sediment. In principle, the
solution obtained by the annealing algorithm will be close to
the global minimum if an appropriate annealing schedule is
completed. However, as previously noted, the schedule used
for the inversions presented in this paper are significantly
abbreviated, and the solutions obtained thereby need not nec-
essarily be the global minimum. Regarding the agreement of
the geoacoustic parameter values at the global minimum of
the cost function with the actual geoacoustic parameter val-
ues for the sediment, several factors may produce a global
minimum for parameter values far from the true sediment
values. These factors include errors in the assumptions that
the bottom is flat, the true water sound speed profile is the
one shown in Fig. 4, the actual array element locations are
known, and the geoacoustic structure is range independent
and is described by the parametrization given in Sec. III A.
The results in Sec. IV suggest that the presence of significant
noise from sources other than the surface ship is the most
important factor accounting for the disagreements between
true sediment parameter values and the location of global
cost function minima that were identified in this work. A

FIG. 5. Distributions of cost function values for the ratio of the surficial
sediment to bottom water sound speed and the first layer density from a
sample inversion.
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technique that reduces the occurrence of this event is dem-
onstrated in Sec. IV B.

IV. INVERSION RESULTS

A. Processing with single time samples

The initial stages of the analyses discussed in this paper
emphasized the inversion of single data FFT time samples to
examine the operation of the algorithm. After ascertaining
that the algorithm was functioning correctly, considerable
variability was observed among the geoacoustic parameter

solutions from the inversion of different data samples. Espe-
cially disconcerting was the observation that solutions from
consecutive data time samples might differ significantly, e.g.,
the sound speed ratio,R1 , might be less than unity in the
solution with one data time sample, but the solution with the
next data time sample would be significantly greater than
unity. These solutions represent entirely different sediments,
but neither could be accepted or rejected in the absence of
supporting information.

The cost function distribution minimum envelopes in
Fig. 6 illustrate the inconsistencies observed in the results

FIG. 6. Distributions of cost function values for each of the inversion parameters from separate inversions with time samples 1, 6, and 11.
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from inversions with single time samples. The envelopes of
the distribution minima are from processing time samples 1,
6, and 11 independently. In each case, the R/V Longhorn is at
a nominal range of 4 km~cf. Fig. 1 and the first 2 min of Fig.
2!. The processing details are described in Sec. III. There is
one column in the figure for each layer, except the water
depth occupies the lower right slot instead of a substrate
thickness. There is one row in the figure for each class of
layer parameter, except the substrate is a half-space and has
no gradient or thickness.

The general features of the inversion solutions from the
data in these three time samples, as exhibited by the distri-
bution envelopes in Fig. 6, are:~1! well-defined minima for
most sound speed ratios, sound speed gradients, and layer
thickness values;~2! ill-defined minima for most density and
attenuation values. These observations are in qualitative
agreement with results from previous inversion work;
namely, surface sound speed ratios can usually be deter-
mined, but density and attenuation values tend to be less well
defined, and half-space parameters are mostly inaccessible
except at ranges for which there is significant energy from
deeply penetrating sediment paths.4,9 The inconsistencies
among the solutions that are of greatest concern are seen in
the envelopes for the first layer sound speed ratio and gradi-
ent, because these parameters have significant impact on TL
predictions for soft sediments. The minima for time samples
1 and 6 are at sound speed ratios greater than unity, but for
sample 11 the minimum is at a ratio less than unity. Also, for
time sample 1 the cost function minimum is at a sound speed
gradient less than unity, but for time sample 11 the gradient
at the minimum is greater than unity. Similar variability was
found in the solution for the first layer parameter values ob-
tained from single time sample data from the time sample
intervals 29–39 and 52–62.

Extensive tests with other frequency sampling, both for
different sets of center frequencies, with and without averag-
ing, and for a greater or fewer number of center frequencies,
failed to make the inversion solutions of the single time
sample data more robust. The number of independent~beam
cross-spectral! data samples in the cost functionC(X,Y) for
each inversion was 6310560, i.e., at each of the ten center
frequencies there are six off-diagonal cross-spectra formed
from pairs of the four subaperture beam spectra. Of concern
is the fact that 60 independent data samples might be insuf-
ficient to determine 16 parameters should all of them be
accessible.~Data independence is used here in the sense of
sufficiently separated samples of the propagation in range
and frequency.! To make the number of independent data
samples comparable to that used for inverting with multiple
time samples, as discussed in Sec. IV B, inversions with 67
center frequencies from the band 120 to 200 Hz were per-
formed on the set of single time samples. With this increase
in the number of independent data samples for each inver-
sion to 63675402, the variation in the resulting solutions
for the geoacoustic parameter values was reduced from that
exhibited in Fig. 6, but unacceptable values for one or more
of the first layer ratio, gradient, and thickness values were
still obtained from the majority of the single time sample
inversions.

Variations of the starting environment from that in Table
I, variations of the annealing schedule, or variations in the
composition of the annealing parameter sets also failed to
produce relevant changes in the single time sample solutions.
Likewise, using element data instead of beam data, changing
the frequency band, including the diagonal terms in the cost
function, or excluding other diagonals all failed to produce
consistent solutions from one time sample to another. In
short, the great variability in the solutions obtained from
single time sample data appears to be representative of the
variation of the actual global cost function minima for the
acoustic fields that were present from one time sample to
another. The BTD in Fig. 2 and the spectrum in Fig. 3 sug-
gests the possibility that noise from the seismic profilers
might be responsible for the variability in the inversion so-
lutions of the single time sample data.

B. Processing with multiple time samples

Having exhausted the possible ways of performing in-
versions with single time sample data, inversions with mul-
tiple FFT time samples were performed. In the discussion
that follows, results are presented for inversions with mul-
tiple time samples from the three sets identified in Fig. 1.
Each of these sets of time samples spans a period of approxi-
mately 2.5 min. For the inversion with each time sample set
1–11, 29–39, and 52–62, subaperture beam cross-spectra for
six time samples~every other FFT! were selected as data.
Thus, the number of independent, complex beam cross-
spectral data from the six time samples~independent in the
sense of being distinct background noise samples! and ten
center frequencies for each inversion is 6363105360. The
cost function distribution minimum envelopes from the in-
versions with each of these sets of time samples are shown in
Fig. 7. Table II gives the geoacoustic parameter values from
the solution using time samples 29–39.

The general features of the multiple time sample inver-
sions, as exhibited by the distribution envelopes in Fig. 7,
are: ~1! consistency among the solutions for the values of
geoacoustic parameters for which the distribution envelopes
for each of the time sample sets show a well-defined minima,
e.g., the sound speed ratios and gradients for both sediment
layers and the thickness of the first layer;~2! a well-defined
minimum in the cost function distribution for the substrate to
bottom sediment sound speed ratio is found at shorter ranges
~time samples 52–62, nominally 1.5 km!; ~3! the develop-
ment of a minimum in the cost function distribution for the
first layer density and attenuation parameters at longer
ranges~time samples 1–11, nominally 4 km!.

The consistency among solutions for different source
positions that the multiple time sample inversions provide is
not due solely to the addition of data samples. Including
more center frequencies in the processing of single time
sample data did reduce some of the variability in the solu-
tions but was insufficient to identify a single definitive value
for any of the sediment parameters. Instead, the robustness of
the multiple time sample inversions comes from processing
the R/V Longhorn motion against the temporal variability of
the noise. With single time sample data it is possible that
components of the noise field can contribute to the cross-
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spectral data in such a way as to mimic the field that the R/V
Longhorn would produce if the sediment geoacoustic param-
eters had values significantly different from truth. On the
other hand, the variability of the received field from the R/V
Longhorn displacement can be modeled using the track re-
construction. With the correct bottom description, the result-
ing cross-spectral model components are much less likely to
match the temporal variation produced in the measured
cross-spectral data by the noise sources.

The solutions from the three multiple time sample inver-

FIG. 7. Distributions of cost function values for each of the inversion parameters from separate inversions, each with multiple time samples. In eachinversion
every other time sample from the list in the legend is used.

TABLE II. Sediment geoacoustic parameter values from the inversion with
time samples 29–39.

Layer 1 Layer 2 Half-space

Top sound speed~m/s! 1486.4 1566.7 1638.7
Bottom sound speed~m/s! 1551.4 1619.6
Density ~g/cm3! 1.41 1.71 2.26
Top attenuation~dB/m kHz! 0.016 0.039 0.465
Bottom attenuation~dB/m kHz! 0.035 0.062
Thickness~m! 43.6 34.1
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sions differ in the values for the parameters which do not
exhibit a well-defined minima in the distribution envelopes
shown in Fig. 7. The main differences among the solutions
are in the density and attenuation profile for the first and
second layers and in the thickness of the second layer. In
contrast to the 34 m value shown in Table II, the inversions
from time samples 1 to 11 and 52 to 62 both produced a
value of 73 m for the thickness of the second layer. For the
first and second layer densities, the inversion from time
samples 52 to 62 produced values of 1.71 and 1.55 g/cm3,
respectively. However, the most significant differences
among the solutions from the three sets of time samples are
in the values of the first layer attenuation. The solution from
time samples 1 to 11 for the attenuation at the top and bottom
of the first layer are 0.006 and 0.020 dB/m/kHz, respectively,
and the corresponding values in the solution from time
samples 52 to 62 are 0.035 and 0.098 dB/m/kHz.

C. Validation

Several approaches can be taken to validate the inver-
sion solutions. First, the layer sound speed ratios and thick-
nesses are in qualitative agreement with the geophysical
observations.11 Second, Table III shows that the result for the
water–sediment sound speed ratio from the inversion with
time samples 29–39 agrees with that obtained from previous
inversions with other acoustic data collected in the
area.1,9,25,26Third, TL modeled from the inversion solutions
can be compared with the measured TL for the experimental
site. Figure 8 shows such a comparison for the solution from
the inversion with time samples 29–39. A corresponding
comparison~not shown! for the result from time samples 1 to
11 shows less modeled loss from that solution, which pro-
duces better agreement with the data than seen in Fig. 8 for
the three lower frequencies but underestimates the loss for
the highest frequency. Not surprisingly, the modeled TL for
the solution from time samples 52 to 62~also not shown! is
much too high. This variation in the overall modeled TL
levels among the solutions from the three sets of time
samples is almost entirely attributable to the differences in
their attenuation values in the first sediment layer.

A fourth form of validation is to use data independent of
that employed for the inversions to generate cost function
ambiguity surfaces, representing localizations of the R/V
Longhorn, for each of the multiple time sample inversion
solutions. This was done for an ambiguity surface on the
horizontal plane for a source depth of 2 m using element
data, instead of subaperture data, with 0.83 Hz averages

about 16 center frequencies from the 50 to 129 Hz band, and
about 66 center frequencies from the 100 to 258 Hz band.
Figures 9~a! and 9~b! show the ambiguity surfaces obtained
in these two bands from the geoacoustic inversion solution
with time samples 29–39. Similar results were obtained with
the geoacoustic parameter solutions from time samples 1 to
11 and 52 to 62. The position of the R/V Longhorn from the
GPS track reconstruction is at the center of each of the four
displays in Fig. 9. For all three geoacoustic solutions from
Fig. 7 and for both frequency bands, a minimum of the cost
function over a rectangle 1700 m by 1200 m was within 250
m of the position of the R/V Longhorn given by the track

TABLE III. Comparisons of selected geoacoustic parameters from first sedi-
ment layer with previously reported values for GEMINI location.

Present Knobles Rubano
Lynch
et al.

Collins
et al.

Sound speed ratio 0.9808 0.9744 0.9820 0.9840 0.9710
Sound speed
gradient~l/s!

1.49 1.74 ¯ 2.25 2.03

Density ~g/cm3! 1.41 1.51 1.40 1.56 1.66
Top attenuation
~dB/m kHz!

0.016 0.010 ¯ ¯ 0.022

FIG. 8. Comparison of measured transmission loss~solid! with modeled
transmission loss~dashed! using the geoacoustic solution from the inversion
with time samples 29–39. Source depth is 29.5 m.

FIG. 9. Localizations with time samples 45–55. Source depth is 2 m.~a!
50–129 Hz with solution obtained from inversion with time samples 29–39.
~b! 100–258 Hz with solution obtained from inversion with time samples
29–39.~c! 50–129 Hz with modified solution.~c! 100–258 Hz with modi-
fied solution.
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reconstruction. Except for the result shown in Fig. 9~a!, the
positions of these cost function minima were within 50 m of
each other. By modifying the geoacoustic solution obtained
from time samples 29 to 39 this discrepancy was removed.
The modification was to adjust the second layer thickness to
the 73 m value in the other two solutions without changing
the values of the other geoacoustic parameters in the solution
from time samples 29 to 39. The localizations in the two
frequency bands with this modified geoacoustic solution are
shown in Figs. 9~c! and 9~d!. It is interesting to note that this
modification of the inversion solution produces no noticeable
changes from Fig. 8 for the modeled TL.

A final form of validation is to compare measured time
series data from the light bulb implosions that were used for
inversions in previous work with simulated time series gen-
erated for geoacoustic parameter solutions.9 The time series
simulated from the geoacoustic solution with time samples
1–11 is compared in Fig. 10 with the measured time series
from a light bulb imploded at a range of approximately 10
km along the eastern endfire of the array~cf. Fig. 1 and
details in Ref. 9!. Qualitatively, the measured and modeled
time series both show several large amplitude arrivals within
the first 0.1 s, followed by a larger number of arrivals with
smaller and successively decreasing amplitudes over an in-
terval of approximately 0.15 s. The latter set of arrivals are
much more rapidly truncated in time series~not shown! gen-
erated with the solutions from time samples 29 to 39 and 52
to 62, because the attenuations in those solutions are too
high.

V. CONCLUSION

A shallow water, broadband geoacoustic inversion tech-
nique for HLA data from a surface ship was demonstrated.
The inversion technique was demonstrated with measured
data and does not require knowledge of the spectrum of the
surface ship. In addition a method was demonstrated for us-
ing data from multiple subaperture beams that is much more
efficient for the forward model calculations than using all the
corresponding individual hydrophone data. Performing a
single inversion with multiple time samples and accounting
for source motion was shown to give consistent results from
different sections of the source track, whereas geoacoustic
parameter values obtained from inversions of single time
segments were inconsistent with each other. The inversion
technique was demonstrated to permit the determination of
the sediment geoacoustic structure through multiple layers,
at least for the soft sediment present in the Gulf of Mexico
environment in which the experiment was performed. The

parameters that were determined most robustly from the in-
versions with multiple time samples were the sound speed
ratio, sound speed gradient, and thickness for the first sedi-
ment layer. The values of the first sediment layer density and
attenuation were not robust, but the cost function distribu-
tions suggest that inversions with sources at longer ranges
may make these parameters more accessible. Values for the
second layer sound speed ratio and sound speed gradient,
though slightly less robust than for the corresponding first
layer parameters, were also obtained. Obtaining robust val-
ues for the parameters of the deeper sediment layers requires
data from sources at shorter ranges.
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Ultrasound is commonly used to detect and size cracks in a range of engineering components.
Modeling techniques are well established for smooth and open cracks. However, real cracks are
often rough~relative to the ultrasonic wavelength! and closed due to compressive stress. This paper
describes an investigation into the combined effects of crack face roughness and closure on
ultrasonic detectability. A contact model has been used to estimate the size and shape of scatterers
~voids! at the interface of these rough surfaces when loaded. The response of such interfaces to
excitation with a longitudinal ultrasonic pulse over a wide range of frequencies has been
investigated. The interaction of ultrasound with this scattering interface is predicted using a
finite-element model and good agreement with experiments on rough surfaces is shown. Results are
shown for arrays of equi-sized scatterers and a distribution of scatterer sizes. It is shown that the
response at high frequencies is dependent on the size, shape, and distribution of the scatterers. It is
also shown that the finite-element results depart from the mass–spring model predictions when the
product of wave number and scatterer half-width is greater than 0.4. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1835505#

PACS numbers: 43.35.Cg@YHB# Pages: 638–645

I. INTRODUCTION

Ultrasonic inspection is a useful tool in the nondestruc-
tive testing of structures, and the technique is well estab-
lished. However, many engineering components can only be
inspected when out of service, often when compressive
stresses are present. The cracks will tend to close when com-
pressive stresses are present, making detection more difficult.
For example, aircraft wings are inspected when the aircraft is
on the ground and the bottom skin of the wing is in com-
pression. When in the air, the wing of the aircraft is subjected
to cyclic tensile loads, allowing propagation of cracks. The
detection and sizing of these types of cracks is not clearly
understood and can result in an underestimation of the size
of cracks and, in some cases, the presence of the cracks can
be difficult to determine.

Current models of the interaction of ultrasound with
cracks assume the cracks are smooth compared with the
wavelength of the ultrasonic excitation. For example,
Chapman1 has developed a system model that can be applied
in the ultrasonic inspection of smooth and open planar cracks
that are at least 2 wavelengths in size. To date,
researchers2–10have modeled the effect of compressive stress
on the interface by assuming that the contacting surfaces
behave in a spring-like manner. Such models are only valid if
the wavelength of the ultrasound is considerably larger than
the scatterer size.10 For example, Baik and Thompson2 de-
veloped a quasistatic mass–spring model to predict the inter-
action of ultrasound with interfaces consisting of embedded
pores or inclusions. Margetanet al.3 then measured the re-
flection from interfaces containing pores or inclusions with
known characteristics and geometry, demonstrating good

agreement with the mass–spring model. Haines4 considered
the interaction of ultrasound with a partially contacting
solid–solid interface. He used statistical data from the sur-
face roughness profile and an elastic contact model to predict
the contact area at the interface, and thus obtained the reflec-
tion coefficient via a spring model. Nagy5 used values of
normal and transverse stiffness to distinguish between differ-
ent types of imperfect interfaces such as kissing, partial, and
slip bonds. A spring model approach was used by Thompson
and Fiedler6 to investigate the effects of crack closure on the
ultrasonic measurements at a fatigue crack tip. Laverentyev
et al.7 predicted the response of two parallel interfaces, such
as occurs in an adhesive bond, by modeling the interfaces as
a series of springs. The description of the interface region as
a thin ‘‘effective’’ layer with average effective properties has
been investigated by Rokhlin and Wang.8 They showed that
in the low-frequency regime, such a layer model was equiva-
lent to a spring model. Baltazaret al.9 extended the spring
model, using normal and transverse springs, to predict both
the normal incidence and oblique incidence reflection coef-
ficients of a rough contacting interface.

For the rough surfaces of a crack subjected to high-
frequency ultrasonic excitation, when the void sizes at the
interface are comparable to the wavelength of the ultrasonic
wave, spring models are known to lose their validity.2,10

Some researchers11–15 have developed analytical models of
the interaction of ultrasound with a range of scatterers, in-
cluding single spherical cavities and penny-shaped cracks as
well as arrays of cracks and spheres, valid at any frequency.
Of most relevance to this paper, Rose11 used an analytical
independent scattering model to predict the reflection from
uniform arrays of voids and inclusions in a diffusion bond. A
number of authors16,17 have also successfully used finite-
element analysis as an alternative to these analytical scatter-a!Electronic mail: b.drinkwater@bristol.ac.uk
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ing models, the main attractions being that the finite-element
model is not restricted to one scatterer geometry and can be
used in both the near- and far fields of the scatterers.

In this paper, a novel model of the interaction of ultra-
sound with a partially closed rough crack is described. This
model is developed in two stages. First, a plastic contact
model is used to predict the contact geometry at the solid–
solid interface. Second, a finite-element model is used to
predict the elastic interaction of ultrasound with the solid–
solid interface. This model is valid beyond the low-
frequency limitations of the previously used spring models.
The limit of validity of the spring~or mass–spring! model of
a solid–solid interface is explored and simple rules for its
application defined. The results from the contact model and
finite-element model are then used to explain experimental
measurements of the reflection coefficient of partially con-
tacting rough surfaces.

II. EXPERIMENTAL MEASUREMENT OF REFLECTION
COEFFICIENT

Experiments that represent cracks under compressive
load have been carried out to investigate the response of
rough surfaces to ultrasonic excitation. The flat, machined
surfaces of the mild steel specimens were treated with grit
blasting to create the rough surfaces. The specimens had a
Young’s modulus of 207 GPa, a Poisson’s ratio of 0.33, and
a density of 7800 kgm23. The digitized surface profiles of
both the rough surfaces were measured before testing using a
stylus profilometer ~Talyor Hobson Form Talysurf 50!.
Analysis of the surface profiles gave an approximate average
roughness (Ra) of 3.5 mm. A review by Ekstrøm and Wa˚le18

found that values ofRa for real fatigue cracks range from 3
to 12 mm. This indicates that the roughness of the surfaces
tested in the experiments falls within the range of values for
fatigue cracks, although it is at the smoother end of the
range. Ekstrøm and Wa˚le reported that there was no crack
branching for any of the fatigue cracks studied, and most of
these cracks could be considered straight. From these inves-
tigations it would appear that the flat, machined, and grit-
blasted surfaces of the experimental specimens are a reason-
able representation of a fatigue crack.

The apparatus for the measurement of reflection coeffi-
cient from solid–solid partially contacting interfaces is
shown in Fig. 1. Wide-bandwidth ultrasonic transducers were
located in a water bath to ensure good transmission of the
pulse through to the steel specimens. The transducers were
operated in pulse–echo mode and carefully focused at the
interface of the two surfaces. Transducers with nominal cen-
ter frequencies of 5, 10, and 25 MHz were used for the
experiments to cover the response over a wide range of fre-
quencies. The load was applied using a tensile testing ma-
chine ~Zwick 1478!, using loads up to 45 kN. This corre-
sponds to a nominal contact pressure of 255 MPa over the
15-mm-diameter contact region. A reference signal was re-
corded at the start of each test for a solid–air interface from
which the reflection is assumed to be 100%.19 All reflected
signals were converted to the frequency domain using a Fast
Fourier Transform~FFT!. The reflection coefficient can then
be defined as10

R~ f !5
Ameas~ f !

Aref~ f !
, ~1!

whereAmeas( f ) is the amplitude of the wave reflected from
the loaded steel–steel interface andAref( f ) is the reference
amplitude of the steel–air, both in the frequency domain.

Figure 2~a! shows the reflection coefficient variation
with contact pressure at 10 MHz. It can be seen that the
reflection coefficient decreases with increasing contact pres-
sure. It can also be seen that, at a given contact pressure, the
reflection coefficient is higher on the loading cycle than on

FIG. 1. Experimental apparatus for the measurement of reflection coefficient
from rough surfaces.

FIG. 2. Experimental results for grit-blasted surfaces (Ra53.5mm) show-
ing ~a! the reflection coefficient variation with contact pressure at 10 MHz
and ~b! the reflection coefficient variation with frequency for three contact
pressures.
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the unloading cycles. This effect was explained by Drinkwa-
ter et al.10 as the difference between the mostly plastic load-
ing and the mostly elastic unloading. The variation of reflec-
tion coefficient with frequency for contact pressures of 50,
150, and 250 MPa is shown in Fig. 2~b!. The reflection co-
efficient of the interface is shown across the bandwidths of
each of the transducers, indicating that, between 2 and 10
MHz, the reflection coefficient decreased as the pressure was
increased. This is consistent with greater contact at the inter-
face when higher pressures are applied and therefore more
ultrasonic energy is transmitted through the interface. For
frequencies up to approximately 10 MHz, the reflection co-
efficient increases as the frequency increases at all pressures.
Note that a reduction in reflection coefficient is observed in
the range 12–16 MHz. Also note that at frequencies greater
than 17 MHz, the variation of reflection coefficient with both
pressure and frequency is less smooth than at lower frequen-
cies.

III. MODELING THE RESPONSE OF A ROUGH CRACK
TO ULTRASOUND

A. Plastic contact model

Before an ultrasonic interaction model can be devel-
oped, it is important to model the contact at the interface of
a rough surface~or crack!. Various contact models have been
developed by researchers to predict the contact parameters of
a rough surface. Some models assume that the contact is
elastic~e.g., Greenwood and Williamson20 and Webster and
Sayles21!, while others assume an entirely plastic contact
~e.g., Nayak22!. When comparing the predictions from these
contact models with experimental results from smooth sur-
faces via a spring model, Drinkwateret al.10 have shown that
the numerical model of Webster and Sayles gives parameters
that produce reflection coefficient values that are the closest
to experimental results, although this model predicts lower
values of reflection coefficient than experimental measure-
ments.

The general approach of existing contact models is to
base the model on the statistical properties of the surface,
generating average properties of the contact surfaces. How-
ever, the requirement for the contact model in this work is to
produce details of the geometry of the scatterers at the inter-
face. The numerical model of Webster and Sayles uses the
digitized profile of the surface and assumes purely elastic
behavior. When this technique was applied to the surfaces in
this investigation, the stresses produced at the interface were
considerably in excess of the yield stress of the steel, indi-
cating that the model should consider plastic rather than elas-
tic behavior.

The plastic random surface contact model proposed by
Nayak22 has been extended to determine the interfacial ge-
ometry of the scatterers for the interfaces used in the experi-
ments. It was thought that this model would be particularly
appropriate for the first loading of an interface when the
contact is known exhibit the most plasticity. The digitized
surface profiles of the two surfaces are combined to give a
composite surface of ordinates,z(x), wherez is the height of
the roughness andx is the direction of the roughness profile.
The two surfaces are loaded against each other as shown
schematically in Fig. 3. The total pressure at the interface is
calculated using the assumption that the pressure at each of
the contact points is the flow pressure,pf , of the material
which was given by Nayak as

pf5Hvg, ~2!

whereHv is the Vickers hardness number andg is the accel-
eration due to gravity. This was found to be equal to 1.334
GPa for the mild steel used in this paper. The contact model
is described by Eq.~3! below, in which the contact pressure,
P, is given by

P5
1

L E
0

L

U~z~x!2h!pf dx, ~3!

whereh is the height of the flat surface above the mean line
of the rough surface,L is the length of the profile in thex
direction, andU(x) is a unit step function defined as

U~x!50 for x,0,

and

U~x!51 for x>0. ~4!

The output of this contact model is the deformed geom-
etry of the plastic surface. If it is assumed that the points at
the flow pressure are in contact and those atP50 are out of
contact, then the percentage contact and scatterer sizes can
be extracted from the deformed geometry. The scatterer sizes
and percentage contact areas generated using this contact
model with the grit-blasted surface profiles tested in the ex-

FIG. 3. Plastic random surface contact model to predict the interfacial ge-
ometry.

TABLE I. Interfacial geometry for an interface withRa approximately 3.5mm.

Pressure at
interface

MPa

Average width of
scatterers

mm

Maximum width of
scatterers

mm
Percentage

area of contact

Average
aspect ratio
of scatterers

50 166.3 429.5 3.7 0.12
150 91.0 379.8 11.0 0.16
250 63.7 260.5 18.5 0.18
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perimental work are shown in Table I. As the pressure at the
interface increases, the model predicts that both the average
and the maximum width of the scatterers decrease. The av-
erage scatterer width decreases from 166.3mm at 50 MPa to
63.7mm when the pressure is 250 MPa. A small reduction in
aspect ratio~minor radius divided by major radius! of the
scatterers as the pressure increases indicates that the average
shape of the voids is more elongated at lower pressures. The
model predicts that the area of contact at the interface is
3.7% with a pressure of 50 MPa, rising to 18.5% when the
pressure reaches 250 MPa. It is interesting to compare these
scatterer sizes with the ultrasonic wavelength in steel which
is 1180mm at 5 MHz and 236mm at 25 MHz.

B. Finite-element scattering model

The commercial finite-element software package
ABAQUS EXPLICIT 6.3 ~ABAQUS UK Ltd., Warrington, UK!
was used to generate a two-dimensional model of a solid–
solid interface. The models used have been developed to
simulate the experimental setup and the interfacial geometry
was determined by the contact model described in Sec. III A
and detailed in Table I. The finite-element method is appli-
cable for any frequency~although the mesh would have to be
refined at higher frequencies!, and the effect of changes to
the geometry or material properties used in the model can be
investigated relatively easily. For simplicity, equi-sized,
equi-spaced scatterers were used to investigate the effect of
variations in size and shape on the reflection of an ultrasonic
wave at the interface.

A range of scatterer shapes has been included in the
analysis, varying from a circle through an ellipse to a slit. A
schematic diagram of the model used in the finite-element
analysis is shown in Fig. 4. Due to symmetry, only one scat-
terer needs to be modeled, with the edges of the mesh con-
strained in the horizontal degree of freedom to simulate the
infinite array of scatterers. For all the finite-element models,
4-node bilinear plane strain elements~CPE4R! have been
used, with an element size of 1.25mm. A nonreflecting
boundary of infinite elements was positioned on the bottom
surface of the strip. This removed the complication of reflec-
tion from the bottom of the strip, ensuring that a clear reflec-

tion from the scatterers would be seen. The length of the
modeled strip was 6 mm, with the center of the scatterer 0.5
mm from the bottom surface of the strip. A monitoring re-
gion was chosen 2.125 mm above the center of the scatterer.
Measurements were taken at other points along the center
line of the strip, and these confirmed that the reflection co-
efficient does not change as long as the measurement is taken
some distance away from the scatterer.

A pulse of varying vertical displacement was used to
simulate a longitudinal ultrasonic transducer on the top sur-
face of the strip as shown in Fig. 4. Pulses with center fre-
quencies in the range 5–50 MHz were used for the ultrasonic
excitation of the model, ensuring that the response to a wide
range of frequencies was analyzed. A FFT was performed on
both the incident wave and the reflected wave to obtain the
frequency spectrum for each trace. The reflection coefficient
for each model can be calculated by dividing the amplitude
of reflected signal by the incident signal over the bandwidth
for each pulse.4

The response to ultrasonic excitation can be generalized
by plotting the reflection coefficient against the termka,
which is the product of the wave number,k, and the half-
width of the scatterer,a. The use ofka is common in the
literature and is most useful when considering a single scat-
terer or when the scatterers are equi-sized, equi-spaced, and
the same shape. For ‘‘real’’ interfaces, each different scatterer
will have a differentka value. However, use of this normal-
ized term allows the response to ultrasonic excitation to be
obtained by varying either the frequency of excitation or the
width of the scatterer.

IV. MODELING RESULTS

The variation of reflection coefficient withka for an
array of elliptical scatterers with an aspect ratio of1

4 is shown
in Fig. 5 for 2.8%, 10.3%, and 18.6% area of contact at the
interface. These values of percentage contact area were cho-
sen to be as close as possible to those predicted by the con-
tact model and shown in Table I. The discrete nature of the
finite-element mesh means that sizes and shapes of scatterers

FIG. 4. Schematic diagram of the finite-element model~not to scale!.

FIG. 5. Effect of change in percentage area of contact for an array of
elliptical scatterers with an aspect ratio of

1
4.
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can only be adjusted in one-element increments, which ex-
plains why the above percentage contact values are not ex-
actly equal to those shown in Table I. As expected, an in-
crease in percentage area of contact at the solid–solid steel
interface shows a corresponding decrease in reflection coef-
ficient for all values ofka. The response shows a significant
reduction in reflection coefficient for values ofka between
1.2 and 1.6 and corresponds with a resonance of the elliptical
scatterers.

Finite-element models have been analyzed with arrays
of scatterers ranging from a circle to a slit, using values of
ka up to 1.4 and with 10.3% contact at the interface~Fig. 6!.
For values ofka up to 0.8, the reflection coefficient increases
as the scatterer shape changes from a slit through to a circle.
Whenka is 0.8, all the shapes have a similar reflection co-
efficient of approximately 0.9. At higher values ofka, all the
shapes demonstrate a significant drop in reflection coefficient
due to resonance of the scatterers, but this is more marked
for the circle than for the crack. For the circle this effect
occurs whenka is 1.35, while for the ellipse with the aspect
ratio of 1

4, this happens at a slightly higherka of 1.45.
From the plastic contact model~Table I!, the aspect ratio

of the average scatterer was shown to range from 0.12 to
0.18, suggesting that the scatterer shape falls between the1

4

ellipse and the slit. The finite-element analysis shows that the
reflections from arrays of these two shapes are similar and,
therefore, the results from either geometry could be used to
model the behavior of the solid–solid interfaces.

The equi-sized, equi-spaced models analyzed are a sim-
plification of real cracks. To obtain a more realistic idea of
the effect of different shapes and sizes on the reflection of an
ultrasonic wave at an interface, models were considered with
an array consisting of a repeating unit that contained three
different-sized scatterers as shown in Fig. 7. An array of
three 1

4 elliptical voids was modeled with scatterer widths
131.3, 87.5, and 43.7mm and symmetric boundary condi-
tions applied to the outer edges of the three scatterer unit
cell. The variation of reflection coefficient against frequency
for this array is shown in Fig. 8, with 10% area of contact.
For comparison, the behavior is shown for each of the scat-
terer sizes, assuming that the array consists of equi-sized
scatterers. From these comparisons, it can be seen that the
response of the array with three different-sized scatterers

more closely follows the behavior of the equi-sized scatter-
size models with the larger scatterer sizes. As expected, the
resonant effects in the array of different-sized scatterers are
less clearly defined than for the equi-sized scatterers. It is
also worth noting that these results show that the experimen-
tal reflection coefficient is between the average and maxi-
mum scatterer lines, meaning that the larger scatterers have a
significant influence on the result. This could mean that a
particularly large scatter may tend to dominate the reflection
behavior of an interface.

V. COMPARISON OF EXPERIMENTAL RESULTS WITH
FINITE-ELEMENT ANALYSIS PREDICTIONS

The response to ultrasonic excitation of the interfaces
used in the experimental work has been predicted using the
finite-element analysis results. The interfacial geometry cal-
culated from the plastic contact model was used as input to
the finite-element scattering model to determine the reflec-
tion coefficient behavior over the range of frequencies used
in the experiments. As discussed in the previous section, ar-
rays modeled with three different-sized scatterers have indi-
cated that the largest scatterers may tend to dominate the
behavior, so the predictions for both the average and the
largest scatterer sizes have been considered. The calculated
average aspect ratio of the scatterers~Table I! suggests that,
of the shapes modeled using finite-element analysis, the el-
lipse with the aspect ratio of14 is the shape that most closely

FIG. 6. Finite-element analysis results showing the effect of scatterer shape
~10.3% contact area!.

FIG. 7. Schematic diagram of a finite-element model with a repeating unit
cell of three different-sized scatterers~not to scale!.

FIG. 8. Finite-element analysis results from a repeating unit cell with
different-sized scatterers~10% area of contact!.
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represents the average shape of the scatterers present at the
interface, although the difference between the1

4 ellipse and
slit scatterers is small.

The predicted results using the finite-element analysis
are compared with the experimental results in Fig. 9 for 50-,
150-, and 250-MPa contact pressure. The graphs show the
predicted results assuming that the interface consists of an
array of average-sized scatterers and also for an interface
with an array with the maximum size of scatterer. Finite-
element analysis results were computed forka up to approxi-
mately 2. For frequencies up to approximately 6 MHz and at
all pressures, the experimentally measured reflection coeffi-
cient is higher than the finite-element-predicted results, as-
suming an average-sized scatterer but lower than those pre-
dicted using finite-element analysis and assuming the
maximum-sized scatterer. As the frequency increases to ap-
proximately 12 MHz, the experimental results are higher
than those predicted using finite-element analysis for the

average-sized scatterer, but there is no evidence of the reso-
nant effect predicted using the maximum-sized scatterer.
This is expected as the experimental surfaces consist of scat-
terers of different sizes and shapes, and so strong resonant
effects are unlikely to be observed. Note that Figs. 9~a! and
~b! show reasonable agreement above 17 MHz between the
experimental results and the average-sized scatterer results,
and Fig. 9~c! shows good agreement.

VI. COMPARISON BETWEEN THE FINITE ELEMENT
AND THE SPRING AND SPRING–MASS
MODELS

Previous work on the interaction of ultrasound with par-
tially closed cracks was based on the assumption that the
scatterers at the interface are small compared with the wave-
length of the ultrasonic wave. Baik and Thompson2 have
shown that under these conditions, the reflection from an
interface can be predicted by describing the interface as a
series of springs and masses.

For elastic wave interaction,23 the stiffness of the distrib-
uted spring representing the interface can be defined as

K52
ds

dd
, ~5!

whereK is the interfacial stiffness per unit area,ds is the
change in compressive stress, anddd is the change in dis-
placement at the interface. As the interface is represented by
an array of voids, there is a change in density at the interface
that Baik and Thompson suggested could be modeled as a
mass per unit area given by

m5E
2 l /2

l /2

~rs2ro!dx, ~6!

where l is the thickness of the ‘‘interface layer’’ containing
the scatterers,rs is the density of the interface layer,ro is the
density of the original material, andx is the direction across
the interface. The mass per unit area will have a negative
value when there are voids present at the interface, and will
be positive if there are inclusions of higher density than the
original material.

Applying the spring–mass model leads to the definition
of reflection coefficient~R! as

R5
iv~Z/2K2m/2Z!

~12mv2/4K !1 iv~Z/2K1m/2Z!
, ~7!

wherev is the angular frequency,Z is the acoustic imped-
ance,m is the mass per unit area, andi is A21. This ap-
proximation assumes that the frequency~v! is significantly
less than the resonant frequency of the spring–mass combi-
nation, i.e., v!(4K/m)1/2. Equation ~7! reduces to the
spring model when there are no inertia effects~i.e., m50).

Static finite-element analysis was used to determine the
interfacial stiffness of an array of equi-sized scatterers. The
case considered was an array of equi-sized scatterers corre-
sponding to a contact pressure of 150 MPa, which can be
seen from Table I to produce 11.0% contact and an average
scatterer size of 91.0mm. The static finite-element analysis
predicted an interfacial stiffness of 0.91931015Nm23 for the

FIG. 9. Comparison of experimental results with finite-element analysis
predictions at three different pressures~a! 50 MPa;~b! 150 MPa; and~c! 250
MPa.
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1
4 ellipse scatterers. The response of an interface to ultrasonic
excitation, assuming spring–mass model behavior~using m
520.124 kgm22), was then determined from Eq.~7!. Com-
parison of the spring model, spring–mass model, and the
results from the finite-element analysis are shown in Fig. 10
for an array of elliptical scatterers with an aspect ratio of1

4

and with 10.3% contact area. Comparing the spring model
and the spring–mass model, inclusion of the mass factor
gives slightly higher predicted reflection from the interface.
The finite-element predictions can be seen to be in excellent
agreement with the spring–mass model forka values up to
approximately 0.4 Beyond this, the agreement is not as good,
although it is still reasonable up toka values of 1.0. When
ka is approximately 1.3, resonant effects are seen in the
finite-element analysis results. Baik and Thompson sug-
gested that the spring–mass model was likely to produce
errors when 0.1,umv2/4Ku due to the resonance of the
spring–mass system. This corresponds toka50.41 for these
surfaces and contact pressures, which is good in agreement
with the departure of the mass–spring and finite-element
model predictions seen in Fig. 10.

Calculated values ofka for the experimental results us-
ing average scatterer widths determined by the contact model
are shown in Fig. 11. It can be seen that for each frequency,
as the contact pressure increases, so theka value decreases,
and this is due to the reduction in scatterer size seen with
load. The measurements at 5 MHz can be seen to be below
ka values of 0.5, which from consideration of Fig. 5 indi-

cates that mass–spring models would give reasonable accu-
racy for these interfaces. It can also be seen that when exci-
tations of 25 MHz were used, theka values were greater
than 0.8 for all contact pressures, and so the mass–spring
model would be expected to less accurate predictions for this
case.

VII. CONCLUSIONS

Experimental measurements of reflection coefficient
from rough, partially contacting interfaces withRa approxi-
mately 3.5mm over a range of frequencies have been com-
pared with predictions from finite-element models.

A plastic random surface contact model has been used to
determine the interfacial geometry of contacting the rough
surfaces. This showed that for the surfaces considered~mild
steel, grit blasted toRa53.5mm) the scatterers at the inter-
face were close to14 aspect ratio ellipses and the percentage
contact varied up to 18.6% for an applied nominal contact
pressure of 250 MPa. Finite-element analysis was then used
to predict the interaction of longitudinal wave ultrasound
with these partially contacting interfaces. Using an interface
modeled as an array of equi-sized scatterers, the finite-
element predictions were in good agreement with experimen-
tal results for frequencies from 4 to 30 MHz. It was also
shown that arrays of equi-sized scatterers exhibited strong
resonance effects, and that these were reduced when an array
of varying scatterer size was present.

Comparisons between the finite-element model and the
mass–spring model were made over a range of frequencies.
The finite-element and mass–spring models were first seen
to depart atka values of 0.4, which is as expected from the
work of Baik and Thompson.2 However, the mass–spring
model was seen to give surprisingly good results up toka
values as high as 1.0.
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An interferometric technique capable of accurately measuring wave speed in liquids is reported. The
hardware is adapted from a design to measure nonlinear responses of biological tissues to pressure
changes~pressure derivatives! and temperature changes~temperature derivatives!. It is used with the
highly sensitive variable frequency pulsed phase-locked loop~VFPPLL! instrument. The system
uses well-understood and well-characterized components and systems. The apparatus covers a
temperature range from below 5 °C to above 45 °C. The system with the high-sensitivity VFPPLL
is capable of measurement of wave speed to an uncertainty of less than 0.1%, and changes in wave
speed to better than 0.001%. The transducer is an undamped temperature-characterized PZT-5A
500-kHz plate, whose output is corrected for off-resonance operation and for diffraction effects. To
test the accuracy of the technique, measurement of ultrasonic compressional wave speed in water at
temperatures from 10 °C to 45 °C are reported, with an estimated uncertainty of 0.07% and a
temperature uncertainty of 0.15 °C. The agreement between mean values and literature values is
better than 0.05%.@DOI: 10.1121/1.1848176#

PACS numbers: 43.35.Yb, 43.58.Dj@YHB# Pages: 646–652

I. INTRODUCTION

Recently, there has been an increase in the interest in the
acoustic properties of liquids and biological tissues. For ex-
ample, harmonic generation in tissue has been observed and
even incorporated in some recently developed ultrasonic
scanning systems. Additional interest has been shown in the
temperature dependence of wave velocities in biological tis-
sues. Because of the interest in the relationships among
acoustical properties, their thermodynamic variables, and
their thermodynamic derivatives, we developed an ultrasonic
interferometric system capable of accurately measuring wave
speeds in liquids and biological tissues.

This system is capable of measuring not only tempera-
ture dependence and pressure dependence of ultrasonic wave
speeds in liquids and biological tissues, but also the absolute
wave speeds in these materials with high accuracy. The ap-
paratus uses well-understood and well-characterized compo-
nents and electronics instrumentation. Its operational range
covers a temperature range from 0 °C to above 45 °C, and a
gauge pressure range from 0–2.5 atmospheres. For this work
we test the apparatus accuracy in measurement of wave
speed as a function of temperature from 10 °C to 45 °C at a
gauge pressure of zero.

We use the previously reported variable frequency
pulsed phase-locked loop~VFPPLL! device1 as the electron-
ics portion of the interferometer. This instrument is an auto-
mated version of a circuit first developed2 by Blume as a
high-resolution interferometric technique to measure small
changes in wave speed. Heyman3 later extended the idea to
the development of the pulsed phase-locked loop used to
measure bolt tensions in critical space shuttle applications.

Since the initial invention, there have been a number of
measurement systems developed for use with the VFPPLL.
In these applications the device is set up to monitor the
change in wave speed in materials. Chern, Heyman, and
Cantrell4 used the device~pulse–echo! to determine material
stress from changes in wave speed in aluminum alloys as a
function of temperature. Allison, Heyman and Salama5

~pulse–echo! used the device to measure the effects of car-
bon content in steels. Namkunget al.6 developed techniques
~pulse–echo! to measure changes in wave speeds with ap-
plied stress and applied magnetic fields in rail steels to de-
termine stresses within the steels. Everbach and Apfel7 de-
veloped apparatus to measure the pressure derivative in a
number of liquids~in pitch–catch mode! including water and
a variety of lipids.

In all of the above cases the results involve very small
changes in wave speed, so the frequency changes are like-
wise very small. The device’s sensitivity enables reproduc-
ible measurements of frequency changes to approximately 5
parts in 106 to parts in 107 ~with averaging!. Commercially
available damped PZT-5 transducers were employed for the
pulse–echo-based applications listed above. The pitch–catch
application employed quartz plates. These applications work
under an operational assumption that these small frequency
changes do not require corrections for a consequent instru-
mental and transducer phase shift with frequency.

This system differs from the above applications in that it
addresses the application of the VFPPLL as the electronics
portion of the interferometer system to measure absolute
wave speeds as opposed to measurements of changes in
wave speed. The apparatus utilizes a pulse–echo arrange-
ment of a reflector and an unbacked, well-characterized
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PZT-5A plate whose off-resonance phase shift is calculated
and results are corrected for off-resonance operation. The
accurate measurement of the transducer’s resonant frequency
as a function of temperature is presented. This permits trans-
ducer corrections that are sufficient to assure overall mea-
surement accuracy.

The apparatus is presented and the equations are de-
rived. Methods for measuring the cycle count are presented.
The system is then used to measure the wavelength in dis-
tilled water as a function of temperature. From the calculated
wavelength and the measured wave frequency, we calculate
the wave speed of distilled water at various temperatures. We
compare these values with values obtained from the interpo-
lation of literature values, and discuss sources of measure-
ment uncertainty.

II. CALCULATION OF WAVE SPEED

As with any interferometer, the apparatus is used to de-
termine the wavelength in the propagation medium. We take
the simple case of a chamber consisting of a transducer
placed a distanceL from a reflector of infinite length. We
consider what happens as the transducer is energized from a
signal~tone burst! that originates from a reference oscillator.
In response, the transducer feeds an ultrasonic wave into the
medium. The wave is reflected and in turn received by the
transducer, which develops an electrical signal to be phase
compared with the reference oscillator.

While the ultrasonic wave propagation is taking place in
the chamber, the reference oscillator develops a number of
cycles, which are counted. Upon return the reference oscil-
lator is phase compared to the electrical output from the
transducer. This phase comparison permits the precise deter-
mination of the number of wavelengths between transmis-
sion and reception, and hence the number of wavelengths
within the chamber. In summary we establish two paths:~1!
the electrical oscillations of the reference oscillator, and~2!
an ultrasonic propagation in a medium under investigation.
The phase comparison between these two paths permits the
calculation of the wavelengthl. A frequency counter mea-
sures the precise oscillator frequencyf and hence the wave
frequency. The product determines the wave speed in the
medium

f l5c, ~1!

where c is the wave speed. Thus, at each temperature we
calculate the wave speed based on Eq.~1!.

A. Determination of the cycle count, k

We determine the number of cycles of oscillation be-
tween the ultrasonic tone-burst formation and the reception
of its echo. Because the VFPPLL circuitry adjusts the refer-
ence oscillator to establish quadrature~phase difference of
p/2 or 3p/2! between the two paths when phase locked, we
can expectk to be approximately an integer61/4. Upon
closer examination of the waveforms we find that this must
be measured because of circuit vagaries. In Fig. 1~A! we
show a schematic view of an oscilloscope screen showing
the waveforms when the system is phase locked. The top
trace is from the reference oscillator. The bottom traces

~pulse and echo! are taken from across the electrical termi-
nals of the transducer. The screen is expanded to better show
the phase relationship between the reference oscillator and
the echo whose time axes are juxtaposed at quadrature in
Fig. 1~B!. The actual relationship when the system is phase
locked typically gives a value that is nominally61/4 wave
@this is a ratio ofDt/T, whereDt andT are labeled in Fig.
1~B!#. These values are measured carefully and added to the
whole number of cycles between corresponding maxima of
the pulse and the echo to determinek.

B. The number of ultrasonic wavelengths in the
cavity

We begin with an examination of phase shifts encoun-
tered from wave transmission to reception. For simplicity we
calculate these in fractions of a wavelength. We assume that
the wavelength in the cavity isl. Since the distance traveled
by the wave is 2L, the number of waves in the cavity is

kl5
2L

l
. ~2!

During the transmission process there is a wave shift caused
by the fact that the transducer is operated off its electrical
antiresonant frequency8 ~that frequency where the transducer
is precisely 1/2 wavelength in thickness!. Similarly, the re-
ception gives the same phase shift. Since the apparatus is
constructed so that the reflector is long in the direction of
wave propagation, the interface reflection contributes no
phase shift.

Consider the interface between two contacting semi-
infinite media of densitiesr1 and r2 with compressional
wave speedsc1 andc2 , respectively. Let a wave in medium
1 ~specific acoustic impedanceZ15r1c1) travel toward me-
dium 2 ~specific acoustic impedanceZ25r2c2). At the inter-
face between the two media, the wave is reflected with a
reflection coefficient,R ~Ref. 9! for pressure waves

Ar

Ai
5R5

Z22Z1

Z21Z1
, ~3!

whereAr andAi are the reflected and incident wave ampli-
tudes, respectively. At the reflector, we have thatZ2.Z1 . In

FIG. 1. ~A!, ~B! A schematic diagram showing the quadrature condition
between the oscillator and the significant transducer signals.~A! shows the
oscillator and the transducer’s signals~pulse and echo! as may appear on an
oscilloscope screen.~B! shows the quadrature condition between the oscil-
lator and the echo signals.
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addition to a reduced amplitude, the reflection amplitude has
the same sign of the incident wave.

The reflection at the transducer is more complicated.10

We analyze the transducer (impedance5ZPZT) reflection as a
transmission line segment of length,l. At Z(0) the trans-
ducer is in contact with medium 1. AtZ( l ) ~the transducer’s
top surface! the transducer is in contact with air. If the im-
pedance of air is given byZair, then the effective impedance
of the transducer at the transducer–medium 1 interface is
given by11

Z~0!5ZPZT

Zair1 iZPZTtankl

ZPZT1 iZair tankl
, ~4!

wherei 5(21)1/2, k52p/l is the propagation constant, and
l is the wavelength in the transducer. Since air has a low
acoustic impedance,Zair is set to 0 and Eq.~4! reduces to

Z~0!5 iZPZTtankl. ~5!

Writing kl asp f / f r , wheref r is the antiresonant frequency,
and substitutingZ(0) of Eq. ~5! for Z2 into Eq. ~3! gives

Ar

Ai
52S Z1

22ZPZT
2 tan2S p

f

f r
D

Z1
21ZPZT

2 tan2S p
f

f r
D

2 i

2Z1ZPZTtanS p
f

f r
D

Z1
21ZPZT

2 tan2S p
f

f r
D D . ~6!

The phase angle between the reflected wave from the trans-
ducer, which is in step with the voltage across the transducer,
and the incident wave amplitude is

f5Arc tan

2Z1ZPZTtanS p
f

f r
D

ZPZT
2 tan2S p

f

f r
D2Z1

2

. ~7!

f is converted into fractional wave shift,DT , by dividing
Eq. ~7! by 2p

DT5
1

2p
Arc tan

2Z1ZPZTtanS p
f

f r
D

ZPZT
2 tan2S p

f

f r
D2Z1

2

. ~8!

In the above analysis the transducer’s antiresonant frequency
is specified. In Sec. III A we outline its measurement as a
function of temperature for use in the above equations.

As a wave is propagated from a circular transducer
through a medium, dffraction related phase shifts also occur.
Diffraction corrections12 that allow for plane-wave analysis
in pulse–echo applications from circular transducers were
calculated from

DL512e2 i ~2p/s!FJ0S 2p

s D1 iJ1S 2p

s D G , ~9!

whereJ0 andJ1 are the first-order and second-order Bessel
functions, respectively,s is the Seki parameter (5zl/a2),
z(52L) is the distance traveled by the wave,a is the trans-
ducer radius, andL is the cavity length determined by the
spacers. The phase advanceDD in partial wavelengths is cal-
culated by writing Eq.~9! in terms of its real and imaginary
components and dividing by 2p

DD5
1

2p
Arc tan

J0S 2p

s D sinS 2p

s D2J1S 2p

s D cosS 2p

s D
12J0S 2p

s D cosS 2p

s D2J1S 2p

s D sinS 2p

s D .

~10!

When we equate the contributions between the acoustic
wave path and the electronic path, we find that

k5kl22DT1DD . ~11!

Solving Eq.~11! for kl , substituting into Eq.~2! and Eq.~1!
gives

c5
2L

k12DT2DD
f , ~12!

where

2L

k12DT2DD
5l. ~13!

C. Apparatus design

The apparatus consists of a specially constructed cham-
ber attached to a cylinder of stainless steel that is lapped
optically flat at one end, and used as a reflector as shown in
Fig. 2. A hollow cylinder slides over the undercut reflector
perimeter and seals against an O-ring to form the measure-
ment chamber. Parallel to the axis and mounted every 120
deg in the reflector are threaded holes for stainless-steel at-
tachment rods and precision-cut Pyrex glass spacers to serve
as transducer attachment points. When the transducer is
mounted on the spacers, the round-trip cavity path length is
~5.08060.002! cm. The reflector is of sufficient length so

FIG. 2. Cross-sectional view of the apparatus.
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that the ultrasonic round-trip time within the reflector is
longer than the pulse transit time in the sample. Thus, inter-
nal reflections from the opposite end of the reflector will not
contribute to the phase measurement.

The chamber assembly is designed to fit within a
stainless-steel tempering beaker used as a thermal jacket and
pressure vessel. The tempering beaker fits between two
stainless-steel end caps held securely in place with six
threaded rods spaced every 60 deg around the end caps. The
threaded rods are sufficiently tightened to assure good me-
chanical stability. The interior of the tempering beaker is
sealed with the top end cap and gasket. In these measure-
ments the port in the end cap is opened to the atmosphere.
An electrical feed-through connector in the top end cap is
used for electrical service to the ultrasonic transducer and to
a thermistor, which is used as a thermometer.

The sample, commercially available distilled water, is
placed between the reflector and the transducer. The trans-
ducer is mounted atop and spring loaded against the Pyrex
spacers of equal length, which is 2.54 cm, by using a spring-
loading system attached to threaded shafts to maintain align-
ment of the transducer on the spacers. The sample for mea-
surement is placed between the reflector and the transducer
in a way to assure parallelism between the transducer and
reflector. A thermistor-based temperature circuit~Omega
44204 with Omega 44018 sensor packaged as a small
sphere! is used to measure the sample temperature. It is
placed so as to be out of the sound beam, and approximately
halfway between the reflector and the transducer. The volt-
age supply for the thermistor circuit is a precision reference
source ~Analog Devices AD 780!. The voltages from the
precision divider circuit~supplied with the thermistor! are
read to 5 digits with a digital voltmeter~Hewlett-Packard
3478!. The temperature measurement uncertainty is less than
60.15 °C.

The transducer is a 2.54-cm diameter nominally 500-
kHz coaxially plated PZT-5A compressional wave plate sup-
plied by Boston Piezo-optics~2.12-cm diameter center elec-
trode! fit into the transducer housing. Only the transducer
edge is in contact with the housing, thus assuring a free
~airgap! surface on the back. A small hole is drilled into the
removable back cover plate for pressure relief. Care was
taken in assembly to assure that the holder mount plane and
the radiating transducer surface were aligned to better than
40 mm across the outer diameter~less than 1.5
31023 radians of tilt!. The ground connection to the trans-
ducer is epoxied to the outer ring. A spring-loaded copper
foil pad maintains electrical contact with the center electrode
to minimize interference with the transmission-line character
of the transducer. This allows accurate computation of trans-
ducer corrections when the transducer is operated at an off-
antiresonance condition. The transducer thickness is~4.1387
60.0018! mm. According to information provided by the
manufacturer, the antiresonant frequency is calculated to be
(5.255360.0022)3105 Hz. We measured an antiresonant
frequency of (5.292560.0012)3105 Hz at ~19.9760.15!°C.

III. MEASUREMENTS

A. Transducer antiresonant frequency as a function
of temperature

In the above analysis the transducer’s antiresonant fre-
quency,f r , must be accurately determined. We measure it by
using an electrical technique. The transducer’s electrical
properties are calculated from Mason equivalent circuit of an
ultrasonic transducer that has been treated in a number of
references.8 Since temperature affects the transducer’s
moduli and thickness, temperature changes affectf r . We
measuredf r as a function of temperature by measuring the
transducer’s electrical susceptance over a range of tempera-
tures used in this study. A schematic of the setup for the
measurement is shown in Fig. 3. The transducer in its mount-
ing was placed inside a tempering beaker with its radiating
surface pointed up, thus assuring that both front and back
surfaces were acoustically unloaded. A thermistor was placed
in thermal contact with the transducer housing. The temper-
ing beaker was connected to a temperature-controlled water
bath. At each temperature setting the system was allowed to
equilibrate to a standard deviation of60.001 °C in the tem-
perature measurement. The susceptance was measured with a
precision LCR meter~Hewlett-Packard 4285A! by scanning
through the transducer’sf r . The transducer’s susceptance
was plotted as a function of frequency. The susceptance null
frequency (5 f r) was calculated and recorded. Figure 4
shows the result of antiresonant frequency vs temperature.
The uncertainty in temperature is approximately60.15 °C,
and the uncertainty in antiresonant frequency is approxi-
mately6120 Hz. The curve fit uncertainty is669 Hz.

B. Water

The chamber was assembled and filled with distilled wa-
ter free from visible air bubbles. The system was checked to
be certain that any air bubbles accumulated by the transducer
and reflector surfaces during transfer of the water to the
chamber were removed. The system was lowered into the
tempering beaker. A small amount of water was placed
around the reflector base to improve thermal conductivity
between the tempering beaker and the sample holding appa-
ratus. Electrical connections were made between the trans-

FIG. 3. Diagram showing the setup to measure the transducer’s antiresonant
frequency as a function of temperature.
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ducer and the pulsed phase-locked loop, and between the
thermistor and the temperature measuring system. The ther-
mistor was placed approximately in the central plane of the
water ~sample!, but completely outside the sound field. The
end cap and the base plate were installed and the system was
connected to instrumentation as shown in Fig. 5. The trans-
ducer lead was connected to the pulsed phase-lock loop, and
the thermistor was connected to the temperature measuring
circuit ~resistive circuit, power supply, and voltmeter!. The
tempering beaker was connected to the temperature-
regulated water bath for temperature control. The outputs
from the pulsed phase locked loop were connected as shown.
A frequency counter~Hewlett-Packard 53181A, resolution of
1 count in 106) was connected to the VFPPLL for frequency
measurement. The oscilloscope was used for measurements
and alignment of signals.

The pulsed phase-locked loop is covered elsewhere in
detail.1 For convenience an operational overview is included
here. The voltage controlled oscillator~VCO! output is split
into two paths. The first path is used to form a tone burst that
is sent to the transducer. The second path goes to one leg of
the phase comparator. In operation the tone burst forms an
ultrasonic tone burst that propagates through the sample. The
return ultrasonic signal is received by the same transducer,
and converted into an electrical signal that is sent through an
amplifier stage to the other leg of the phase comparator. The
phase difference between the oscillator and the received sig-
nal causes the phase comparator to develop a voltage that is
fed through the integrator to the VCO, thereby changing the
VCO frequency until the phase comparator output is null and
the integrator output stabilizes, thus stabilizing the VCO fre-
quency. Under ideal operating conditions this results in
quadrature between the oscillator signal and the received sig-
nal ~i.e., phase difference nominally6p/2!. In practice, how-
ever, this is not exactly the case. The oscilloscope is used to
check for time alignment of the pulsed phase-locked loop
apparatus parameters and the determination of the number of
cycles between the transmitted and the received tone bursts
at the quadrature condition.

For reasons including transducer antiresonance shifts
with temperature, the system frequency most probably will
be off-resonance of the transducer. Hence, the system was set

up so that the frequency was always relatively far from trans-
ducer antiresonance.13 For each run the lock is switched
‘‘on’’ and the system frequency equilibrates. The frequency
is recorded and the temperature is incremented. When the
temperature stabilizes the frequency is again recorded. There
were at least 13 runs for each temperature setting. Tempera-
ture settings in the range from 5 °C to 45 °C were used, and
data were taken at intervals of 5 °C.

1. Number of cycles between transmitted and
received tone burst

When the phase-lock switch is in the locked position,
one compares the number of cycles~from the oscillator! with
the received output from the transducer by using the oscillo-
scope. For all of these measurements we use the signal from
the first reflection. We measure the number of reference os-
cillator cyclesk between a peak in the initiating tone burst
and the corresponding peak in the received echo. Because the
loop is locked the oscillator is in quadrature at the chosen
echo peak. Hence, the number of oscillator cycles,k, be-
tween a point~peak! of the initiating tone burst and the cor-
responding point on the received tone burst can be deter-
mined. By using the high-resolution mode on the
oscilloscope,k can be determined to better than a degree or
about 1/400 of a wavelength.

2. Relationship between k and lock point

The lock point locates in time that portion of the phase
signal chosen to control the phase-lock mechanism.14 The
lock point is counted down electronically from the beginning
of the transmitted tone burst within the VFPPLL. As a con-
sequence the cycle of the count down goes from the zeroth
cycle to the selected cycle for application of the phase sam-
pling. For these measurements the lock point is set close to
the end of the received tone burst since the phase near the
tone-burst ending is relatively easy to identify. Since the
count to the lock point always begins at the beginning of the
transmitted tone-burst cycle, the count to the lock point will
always be a number larger thank.

FIG. 5. Diagram showing the measurement setup for determining velocity
in the sample~water!.

FIG. 4. A plot of the transducer antiresonant frequency as a function of
temperature.
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The value ofk is changed as the lock point is moved.
Care in identification of correct cycle sampling must be
taken in order to determinek, and then to be certain thatk
doesn’t change during data collection at the different tem-
peratures. We counted the whole number of cycles between
the transmitted and received tone burst. To this number we
added the phase difference between the overlapped oscillator
signal and the first received signal. Typically, one expectsk
to be near an integer61/4.15 ~For dispersive propagating
media determination ofk may be more difficult, especially
near the leading edges of the pulse.!

For each lock point we checked and refined the measure-
ments ofk values by comparison with calculations based on
the ultrasonic measurements in the temperature ranges as
outlined below. The values ofk, the temperature range, and
the three specific lock points used in this study are given in
Table I, which are labeled as 1, 2, and 3 in the first column.
We note that the values ofk are close to integers61/4, as
predicted by the earlier analysis. The values in Table I sup-
port this point.

IV. RESULTS AND DISCUSSION

The data are shown in Table II. The first column gives
the temperature at which the measurements were taken. The
second column gives the transducer resonance frequency,
while the third column gives the lock-point frequency at
equilibration for each temperature. The transducer fractional
wave shiftDT ~fourth column! is calculated at each tempera-
ture from Eq.~8!. The phase advance due to diffraction ef-
fects is shown in the fifth column, labeled ‘‘diffraction frac-

tional wave shift,’’ and is calculated from Eq.~10!. The
acoustic path in the cavity is given as number of wavelengths
in the sixth column, ‘‘number of wavelengths in cavitykl . ’’
Included in the acoustic path calculation are corrections for
diffraction, off-resonance conditions in fractional wave
shifts, and acoustic cavity thermal expansion.16 The wave-
length l, given in the seventh column, is calculated by di-
viding cavity path length by the number of wavelengths in
the cavity kl . The wave speeds, given in column 8, are
calculated from Eq.~1!. The results are plotted and shown in
Fig. 6. We compared the values that we obtained with values
interpolated from data in the literature.17 Table III shows a
comparison of the values. We find that the difference is well
within experimental uncertainty, which we estimate as no
greater than60.07% in wave speed with an uncertainty of
60.15 °C in temperature.

The variable frequency pulse phase-locked loop gives
good results when used with a measuring setup of fixed ge-
ometry utilizing a reflection from a single surface and well-
characterized bare transducers. However, one must be careful
to insure that the instrument is operated in a relatively stable

TABLE I. k for the lock points used in this investigation.

Lock point
Temperature range

~°C! k

1 10–20 18.304560.011
2 20–30 17.729360.003 8
3 30–45 17.340760.004 23

TABLE II. Terms and factors used in data reduction to calculate wave speed in water.

Temperature
~°C!

Transducer
resonance

~MHz!

Lock point
frequency,
f (MHz)

Transducer
fractional
wave shift

DT

Diffraction
fractional
wave shift

DD

Number of
wavelengths

in cavity
kl

Wavelength
l

~cm!

Wave
speed
(3105

cm/s!

10 0.528 248 0.511 139 3
60.000 558

20.149 25 0.055 254 17.9437 0.283 11
60.000 4

1.4465

15 0.528 807 0.515 904 2
60.000 568

20.188 65 0.055 373 17.8799 0.284 12
60.000 4

1.4665

20 0.529 313 0.508 370 5
60.000 803

20.124 94 0.056 118 17.4230 0.291 57
60.000 3

1.4822

25 0.529 763 0.512 021 7
60.000 819

20.144 98 0.056 178 17.3792 0.292 30
60.000 3

1.4964

30 0.530 160 0.515 170 0
60.000 813

20.167 48 0.056 229 17.3414 0.292 94
60.000 3

1.5095

35 0.530 502 0.509 516 0
60.000 840

20.124 96 0.056 594 17.0304 0.298 29
60.000 3

1.5195

40 0.530 789 0.511 853 6
60.000 837

20.137 13 0.056 618 17.0072 0.298 70
60.000 3

1.5287

45 0.531 022 0.513 675 6
60.001 120

20.148 15 0.056 641 16.9840 0.299 11
60.000 3

1.5361

FIG. 6. A plot of the measured wave speed in water as a function of tem-
perature.
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temperature environment. Without such precautions the
phase comparison at the lock point drifts. We also found that
when operating the VFPPLL one must be certain that the
oscilloscope measurements leading to the determination ofk
must be made with electrical amplitudes that are close to the
actual values encountered during measurements.

With care, small changes in the lock-point parameters
~e.g., the cycle location of the sample/hold pulse timing rela-
tive to a long tone burst! does not strongly affect the mea-
surement. However, major shifts of the sample/hold point
especially close to the beginning of the tone burst result in
large changes in frequency, and can lead to error. Addition-
ally, one must observe caution when using this system~or
any variable frequency-based ultrasonic system! to measure
a highly dispersive18 sample, such as may occur with strati-
fied samples, as small shifts in frequency can result in rela-
tively large changes in actual wave speeds. In these cases
one would note a change in velocity with frequency.

V. CONCLUSIONS

We have described an interferometric ultrasonic system
that is capable of highly accurate velocity measurements. To
demonstrate this point we measured the speed of sound in
distilled water. In order to make accurate transducer correc-
tions we have presented temperature data on a PZT-5A trans-
ducer antiresonance frequency. By characterizing the tem-
perature dependence of the transducer’s antiresonant
frequency as a function of temperature, we make more accu-
rate corrections for the transducer phase shifts due to off-
resonance operation. We have also shown that diffraction
corrections have a much smaller effect, while also being rela-
tively constant over the frequency range used in this study.

A larger effect is caused by the fact that ‘‘quadrature’’ as
determined by the electronic circuitry in the VFPPLL con-
tains small shifts associated with circuit-related imperfec-
tions. Examples of such are sample-and-hold droop, quadra-
ture detector imbalance, preamplifier phase shifts, location of
sample and hold point, etc. Many of these are impossible to
remove from the circuit, but the experimental determination
of k removes their effects from the measurement.

We have shown that the apparatus described here is ca-
pable of accurate measurements as the temperature is varied
over the range specified by measuring the wave speed in

distilled water over the temperature range from 10 °C to
45 °C. The agreement with literature values is well within
estimated measurement uncertainty.
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TABLE III. A comparison of wave speeds of this work and interpolation
from McSkimin’s measurements~Ref. 17!.

Temperature
~°C!

Wave speed
in water

(3105 cm/s)

Wave speed
in water

~from Ref. 17!
(3105 cm/s)

Difference
%

10 1.4465 1.4471 0.04
15 1.4665 1.4657 20.05
20 1.4822 1.4822 0.00
25 1.4964 1.4966 0.01
30 1.5095 1.5091 20.01
35 1.5195 1.5198 0.02
40 1.5287 1.5288 0.007
45 1.5361 1.5364 0.02
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Analysis of the sandwich piezoelectric ultrasonic transducer
in coupled vibration
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The coupled vibration of the sandwich piezoelectric transducer with a large cross-section is
analyzed using an approximate analytic method. The resonance frequency equations of the
transducer are derived and the effect of the geometrical dimensions on the resonance frequency is
studied. It is illustrated that when the radial vibration in the transducer is considered, the vibration
of the sandwich transducer becomes more complex. Apart from the longitudinal resonance
frequency, the radial resonance frequency can also be obtained. For comparison, numerical methods
are also used to simulate the coupled vibration; the resonance frequency and the vibrational
displacement distribution are computed. Compared with one-dimensional longitudinal theory, the
radial dimensions of the transducer are no longer limited because the coupled vibration is
considered. Compared with numerical methods, the physical meaning of the analytic method is
concise. It is illustrated that the resonance frequencies obtained from the coupled resonance
frequency equations are in good agreement with those from numerical methods, and they are in
better agreement with the measured results than those from one-dimensional theory. Since the radial
and the coupled vibration are considered in the analysis, more resonance frequencies can be
obtained. Therefore, using the coupled resonance frequency equations, the sandwich transducer with
multifrequency or wide frequency bandwidth can be designed and used in ultrasonic cleaning,
ultrasonic sonochemistry and other applications. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1849960#

PACS numbers: 43.38.Fx, 43.38.Ar@AZ# Pages: 653–661

I. INTRODUCTION

Sandwich piezoelectric ultrasonic transducers are widely
used in underwater acoustics and ultrasonics. According to
traditional design theory of this type of transducer,1–6 the
vibration of the sandwich transducer is considered as one-
dimensional with the Poisson effect and the radial vibration
being ignored. Therefore, it is required that the radial dimen-
sions of the transducer must be far less than the longitudinal
dimension. Generally speaking, when the radial dimensions
are less than a quarter of the longitudinal wavelength, one-
dimensional theory can be used and the error between the
measured and theoretical resonance frequencies is negligible.
However, along with the development of ultrasonic technol-
ogy, ultrasonic transducers are used in more and more new
applications, such as high frequency ultrasonic metal and
plastic welding and some practical applications concerning
very large ultrasonic power. In these cases, the radial dimen-
sions are usually larger than a quarter of a longitudinal wave-
length. Therefore, one-dimensional longitudinal design
theory of the sandwich transducers is no longer applicable;
otherwise, large frequency error will be caused. Specifically
speaking, one-dimensional longitudinal theory is not appli-
cable for the following two types of sandwich piezoelectric
ultrasonic transducers.~1! High frequency sandwich trans-
ducers such as those used in ultrasonic metal welding. When
the resonance frequency of the sandwich transducer is in-
creased, the longitudinal wavelength and geometrical dimen-
sion will accordingly decrease. According to the assumptions
introduced in one-dimensional longitudinal theory, the radial

dimensions of the transducer must also be decreased. There-
fore, the cross-section of the transducer is small and the me-
chanical strength and the power capacity will be lowered. To
raise the mechanical strength and the power capacity, the
radial dimensions of the high frequency sandwich transducer
must be increased; thus, the radial vibration in this kind of
transducers must be considered in order not to bring about
appreciable frequency design error.~2! High power sandwich
transducers. In some new ultrasonic applications, such as ul-
trasonic metal and plastic welding, very large ultrasonic
power is needed; therefore, the radial dimensions exceed a
quarter of longitudinal wavelength and one-dimensional
theory is also not applicable. In the above-mentioned two
cases, the vibration of the transducer is a coupled one of
longitudinal and radial vibrations. Therefore, new design
theory must be developed in order to study the coupled vi-
bration of the sandwich transducers with a large cross-
section or high resonance frequency.

For the coupled vibration of sandwich piezoelectric ul-
trasonic transducers, numerical methods have been widely
used to study the frequency characteristics and vibration
modes.7–10Among the numerical methods, the finite element
method seems to be the most promising. Nowadays, some
commercial software is available in the analysis of vibra-
tional systems, such as ANSYS software. Although numeri-
cal methods are widely used in engineering problems, the
preprocessing of these methods is complex; the physical
meaning of the results is not as concise as that in one-
dimensional vibrational theory. On the other hand, compared
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with some large engineering vibrational problems, the vibra-
tional analysis of the sandwich transducers is comparatively
simple. With the consideration of these factors, an approxi-
mate analytical method is presented in this paper and the
coupled vibration of the sandwich transducer is studied ana-
lytically. In the following analysis, the equivalent elastic con-
stants of the component parts of the transducer are intro-
duced. The coupled vibration of the front and the back metal
masses with a circular cross-section is first analyzed. Then
the coupled vibration of the piezoelectric ceramic ring is
studied, and then the coupled vibration of the sandwich
transducer is analyzed. The resonance frequency equations
are derived and the relationship between the resonance fre-
quency and the geometrical dimensions is analyzed. Finally,
the theoretical and experimental results are given.

II. COUPLED VIBRATION OF THE SANDWICH
PIEZOELECTRIC TRANSDUCER WITH LARGE
CROSS-SECTION AND HIGH FREQUENCY

Figure 1 illustrates a geometrical diagram and the vibra-
tional displacement distribution of a sandwich piezoelectric
ceramic ultrasonic transducer of a half wavelength. The
transducer resonates at its fundamental mode and there is a
displacement node in the transducer. In the figure,L1 andL2

are the lengths of the back and the front metal masses in the
sandwich transducer;L01 andL02 are the lengths of the lon-
gitudinally polarized piezoelectric ceramic elements after
and before the longitudinal displacement node lineAB in the
transducer, the curveCD represents the longitudinal dis-
placement distribution. In the case ofL15L2 and L01

5L02, the displacement node is located at the transducer’s
geometrical center. The radii of the three parts of the sand-
wich transducer areR1 , R2 , and R0 , respectively. In the
figure, the displacement node lineAB divides the half wave-
length sandwich transducer into two vibrators of quarter
wavelength. In the following analysis, the coupled vibration
and the resonance frequency equations of the transducer will
be analyzed.

The above-presented analytic method presented here can
be defined as an equivalent elastic method and its basic prin-
ciple can be explained as follows.11,12 Since the structure of
the sandwich transducer is usually axis-symmetrical, its vi-
bration is also symmetrical; the vibration of the transducer

can be regarded as a coupled one of longitudinal and radial
vibrations. In this case, for the sandwich transducer, the
shearing stress and strain in the transducer are ignored; the
torsional and the flexural vibrations in the transducer are not
taken into account, only the radial and the longitudinal ex-
tensional vibrations are considered. When a mechanical cou-
pling coefficient is introduced, the complex coupled vibra-
tion of the sandwich transducer can be reduced to two
equivalent extensional vibrations, one being the extensional
vibration in the longitudinal direction, the other being the
radial vibration in the radial direction. However, these two
equivalent vibrations are not independent of each other; they
are correlated by the mechanical coupling coefficient that is
defined as the ratio of the longitudinal stress over the radial
and tangential stresses. It should be noted that though the
two introduced equivalent extensional vibrations in the trans-
ducer are similar to traditional one-dimensional vibrations,
they are entirely different. The two equivalent extensional
vibrations have different equivalent elastic constants. These
equivalent elastic constants are not only dependable on the
material parameters, but also on the geometrical dimensions
and the coupling of the longitudinal and the radial vibrations.

According to the equivalent elastic analytic method, the
coupled vibration of the transducer is regarded as the
coupled vibration of two vibrations. One is the equivalent
longitudinal vibration; the other the equivalent radial vibra-
tion. Therefore, the resonance frequency equations can be
regarded as a combination of longitudinal and radial reso-
nance frequency equations. For simplicity, the fundamental
mode will be discussed in the following analysis. In this
case, the sandwich transducer is a half wavelength vibrator.
The displacements have maximum values at its two ends and
in the middle of the sandwich transducer; there is a position
of minimum displacement, which is defined as the displace-
ment node.

As stated in the above analysis, the transducer is com-
posed of two vibrators of a quarter wavelength. One consists
of the metal mass of lengthL1 and the piezoelectric ceramic
element of lengthL01, the other the metal mass of lengthL2

and the piezoelectric ceramic element of lengthL02. In the
following analysis, the resonance frequency equations for ra-
dial vibrations in the transducer are first derived, and then the
resonance frequency equations for a longitudinal vibration of
the quarter wavelength vibrator are analyzed.

A. Radial resonance frequency equation of the metal
mass in the sandwich transducer in coupled
vibration

When the length and the radius do not satisfy the slender
rod condition, one-dimensional theory is not applicable. In
previous works,13,14 the mechanical coupling coefficient is
introduced and the coupled vibration of finite-dimension cyl-
inders and disks is studied. The natural frequency equation is
derived and some decoupled vibration modes are analyzed.
According to the analytic method, the coupled vibration of
the metal mass in the transducer can be reduced to two
equivalent vibrations: one being the equivalent radial vibra-
tion, and the other the equivalent longitudinal vibration.
These two equivalent vibrations can be represented by the

FIG. 1. Geometrical diagram of a sandwich piezoelectric ceramic ultrasonic
transducer.
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plane radial vibration of a thin disk and the longitudinal ex-
tensional vibration of a slender rod. For the equivalent radial
vibration of the metal mass, when its outer side is free of
external force, i.e.,Tri ur 5Ri

50, the resonance frequency
equation for the equivalent radial vibration of the metal mass
can be obtained as is shown in the following expression:13

kri RiJ0~kri Ri !~12n ini !2J1~kri Ri !~12n i22n ini !50.
~1!

In Eq. ~1!, i 51,2, which represents the back and the front
metal masses,Ri is the radius of the metal mass;J0 andJ1

are Bessel functions;n i is the Poisson’s ratio of the metal
mass;kri 5v/Vri , Vri 5(Eri /r i)

1/2, kri ,Vri are the equiva-
lent radial wave number and sound speed;r i is density of the
back and front metal mass;Eri 5Ei(12n ini)/(11n i)(1
2n i22n ini) ; Ei is Young’s modulus of the back and the
front metal mass;Eri is defined as the radial equivalent elas-
tic constant of the back and front metal mass;ni5Tzi /(Tri

1Tu i); Tzi ,Tri ,Tu i are longitudinal, radial and tangential
stresses;ni is the introduced mechanical coupling coefficient
in the back and front metal mass;v is angular frequency. It
can be seen from the above analysis that though the equiva-
lent radial vibration in the back and front metal mass is simi-
lar to plane radial vibration of a thin metal disk, they are
different. In this analysis, the mechanical coupling between
longitudinal and radial vibrations is considered and the
equivalent radial vibration depends on the longitudinal
vibration.

B. Radial resonance frequency equations of the
piezoelectric ceramic elements in the sandwich
transducer in coupled vibration

Piezoelectric ceramic rings and disks are widely used in
ultrasonic transducer, piezoelectric transformer, ceramic fil-
ter, vibration sensor and other applications. In traditional vi-
bration analysis theory, the piezoelectric ceramic disk reso-
nators are usually considered as one-dimensional and the
coupling between longitudinal and radial vibrations is ne-
glected. To satisfy the requirement of one-dimensional
theory, the thickness of the disk resonator must be much
larger or smaller than its radius, and these two types of geo-
metrical shapes of the resonator are the limiting cases of the
slender rod and the thin disk. The analysis theories for lon-
gitudinal vibration of the piezoelectric ceramic slender rod
and radial vibration of the thin circular disk are well estab-
lished and used in the design of resonators and measurement
of piezoelectric ceramic material parameters. However, in
practical applications, such as in the sandwich transducer, the
disk resonator has finite dimensions of thickness and radius.
The vibration of finite dimension disk resonator is complex;
the coupling between different vibrational modes in the reso-
nator must be taken into account, and one-dimensional
theory is no longer applicable, especially for the disk whose
thickness and radius have the same magnitude in dimension.

For coupled vibration of piezoelectric ceramic disk reso-
nators of a finite dimension, a new analysis theory must be
developed. Numerical methods have also been used to ana-
lyze the complex coupled vibration of piezoelectric ceramic
circular disk resonators of finite dimension. The above-

presented approximate analytic method for the coupled vi-
bration analysis of an isotropic metal disk is also used for the
coupled vibration of piezoelectric disk resonators.15–19 In
this method, the analysis of coupled vibration of the piezo-
electric ceramic disk is similar to that of an isotropic metal
disk. The difference is that the piezoelectric effect must be
considered, and the analysis is a little more complex. Based
on piezoelectric and motion equations, when shearing stress
and strain are ignored and the mechanical coupling coeffi-
cient is introduced, the complex coupled vibration of the
piezoelectric disk resonator is also reduced to two equivalent
vibrations, one is the plane radial vibration of the piezoelec-
tric ceramic disk, and the other is the longitudinal exten-
sional vibration of the piezoelectric ceramic disk, these two
equivalent vibrations have different elastic constants. When
the piezoelectric ceramic disk is free of external force on its
outside surface, we haveTr0 j ur 5R0

50. HereR0 is the radius
of the piezoelectric disk,Tr0 j is the radial stress in the pi-
ezoelectric ceramic disk. Incorporating these boundary con-
ditions, the equivalent radial resonance frequency equation
of the piezoelectric ceramic resonator in coupled vibration
is15,16

kr0 jR0J0~kr0 jR0!~12n13n0 j !2J1~kr0 jR0!~12n12

22n13n0 j !50. ~2!

In Eq. ~2!, j 51,2 represents the piezoelectric ceramic ele-
ments after and before the displacement node.R0 is the ra-
dius of the piezoelectric ceramic element,J0 and J1 are
Bessel functions;n1252s12

E /s11
E ,n1352s13

E /s11
E , si j

E is the
elastic compliance constant at constant electric field of the
piezoelectric ceramic material; kr0 j5v/Vr0 j , Vr0 j

5(Er0 j /r0)1/2, kr0 j ,Vr0 j are the equivalent radial wave
number and sound speed in the piezoelectric ceramic ele-
ments;r0 is volume density;

Er0 j5
1

2 S 1

s11
E 2s12

E 1
1

s11
E 1s12

E 12s13
E n0 j

D
5

s11
E 1s13

E n0 j

~s11
E 2s12

E !~s11
E 1s12

E 12s13
E n0 j !

5
12n13n0 j

s11
E ~11n12!~12n1222n13n0 j !

;

Er0 j is defined as the equivalent elastic constant of radial
vibration of the piezoelectric ceramic elements;n0 j

5Tz0 j /(Tr0 j1Tu0 j ); Tz0 j ,Tr0 j ,Tu0 j are longitudinal, radial
and tangential stresses;n0 j is the introduced mechanical cou-
pling coefficient in the back and front piezoelectric ceramic
elements;v is angular frequency.

C. Longitudinal resonance frequency equations of
back and front vibrators of quarter wavelength
in the sandwich transducer in coupled vibration

According to the proposed approximate analytic method
for the coupled vibration of the quarter wavelength sandwich
transducer, the coupled vibration of the sandwich transducer
is reduced to a combination of equivalent radial and longitu-
dinal vibrations. Generally speaking, there are four equiva-
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lent vibrations for the quarter wavelength sandwich trans-
ducer in coupled vibration. Among these four equivalent
vibrations, two are equivalent radial vibrations correspond-
ing to the metal mass and the piezoelectric ceramic disk; the
other two are equivalent longitudinal vibrations for the two
parts of the sandwich transducer. The two equivalent radial
vibrations have been analyzed in the above analysis and the
radial resonance frequency equations for the quarter wave-
length sandwich transducer are derived. The quarter wave-
length sandwich transducer consists of two parts, which are
the metal mass and the piezoelectric ceramic elements. The
longitudinal boundary conditions for the quarter wavelength
sandwich transducer are as follows.~1!. At the output end of
the transducer~the metal mass end contacting with the exter-
nal load!, the longitudinal force is zero, i.e.,Tzi50. ~2!. At
the interface between the metal mass and the piezoelectric
ceramic elements, the longitudinal fore and the longitudinal
displacement are continuous, i.e.,jzi5jz0 j and SiTzi

5S0Tz0 j . Herejzi ,jz0 j are the longitudinal displacements in
the metal mass and the piezoelectric ceramic elements.~3!.
At the displacement node of the quarter wavelength trans-
ducer~the displacement node of the transducer is in the pi-
ezoelectric ceramic elements and it divides the piezoelectric
ceramic elements into two parts of lengthL01 andL02), the
boundary condition is that the displacement is zero. Incorpo-
rating these boundary conditions, for the equivalent longitu-
dinal vibration of the quarter wavelength sandwich trans-
ducer, the resonance frequency equations of the quarter
wavelength vibrators in the sandwich transducer can be ob-
tained as20

tan~kz0 jL0 j !•tan~kziLi !5~r0Vz0 jS0!/~r iVziSi !. ~3!

In the above equation,L0 j is the length of the piezoelectric
ceramic elements in the quarter wavelength vibrator;kz0 j is
the equivalent longitudinal wave number,kz0 j5v/Vz0 j , Vz0 j

is the equivalent longitudinal sound speed in the piezoelec-
tric ceramic elements,Vz0 j5(Ez0 j /r0)1/2, Ez0 j is the equiva-
lent longitudinal elastic constant of the piezoelectric ceramic
elements,

Ez0 j5Fs33
E 1

s13
E

n0 j
2

d33

«33
T S d331

d31

n0 j
D G21

5
1

s33
E @12n31/n0 j2k33

2 ~12l31/n0 j !#
;

n3152s13
E /s33

E , l3152d31/d33, d31 and d33 are piezoelec-
tric constants, «33

T is the dielectric constant, k33
2

5d33
2 /(s33

E «33
T ), k33 is the electro-mechanical coupling coef-

ficient of a slender piezoelectric ceramic rod in longitudinal
vibration; S05pR0

2 . Li is the length of the back and front
metal mass;kzi is the equivalent longitudinal wave number,
kzi5v/Vzi , Vzi is the equivalent longitudinal sound speed in
the back and front metal mass,Vzi5(Ezi /r i)

1/2, Ezi is the
equivalent longitudinal elastic constant of the back and front
metal mass in the quarter wavelength vibrator,Ezi5Ei /(1
2n i /ni) ; Si5pRi

2 is the cross-sectional area of the back
and front metal mass.

It can be seen that though Eq.~3! is similar to a tradi-
tional resonance frequency equation of a sandwich trans-

ducer in one-dimensional theory, the difference is obvious.
For the coupled vibration of the sandwich transducer, the
resonance frequency equation depends on the mechanical
coupling coefficient. Therefore, in Eq.~3!, the mechanical
coupling between longitudinal and radial vibrations is con-
sidered.

In the above analysis, radial and longitudinal resonance
frequency equations~1!–~3! for the quarter wavelength vi-
brators in the sandwich transducer in coupled vibration are
derived. In these equations, there are three unknowns, which
are ni , n0 j and v. Their solutions are definite. The three
resonance frequency equations all have many roots; they cor-
respond to different vibrational orders, such as fundamental
mode or overtones. When the vibrational orders are deter-
mined, the resonance frequency can be obtained. For most
practical applications in power ultrasonics and underwater
sound, a fundamental vibrational mode is used. For this rea-
son, only a fundamental vibrational mode is analyzed in the
following analysis.

It can also be seen that the resonance frequency equa-
tions can be divided into two categories; one is for radial
vibration and the other for longitudinal vibration. However,
they are not independent, but are coupled to each other by
the mechanical coupling coefficients. Therefore, the reso-
nance frequencies obtained from these coupled radial and
longitudinal resonance frequency equation are different from
those from one-dimensional longitudinal theory, and since
the radial vibrations are considered, more resonance frequen-
cies can be obtained.

III. THEORETICAL RELATIONSHIP BETWEEN
RESONANCE FREQUENCIES AND GEOMETRICAL
DIMENSIONS OF THE SANDWICH TRANSDUCER
IN COUPLED VIBRATION

In the above analysis, radial and longitudinal resonance
frequency equations of the sandwich transducer in coupled
vibration are derived. From the resonance frequency equa-
tions ~1!–~3!, the radial and the longitudinal resonance fre-
quencies can be calculated when the material properties and
the geometrical dimensions of the transducer are given. In
order to analyze and design the sandwich transducer with a
large cross-section and high resonance frequency, the rela-
tionship between the resonance frequency and the geometri-
cal dimensions of the sandwich transducer in coupled vibra-
tion must be studied and the resonance frequency equations
must be solved. Because the resonance frequency equations
are transcendental ones and that their analytical solutions are
impossible to find, numerical methods must be used. To sim-
plify the computation, the sandwich transducer is assumed to
be symmetrical. For symmetrical transducers, the quarter
wavelength vibrators before and after the displacement node
of the transducer are all the same, and we haveL15L2 ,
R15R2 , S15S2 , Vz15Vz2 , Vr15Vr2 , Ez15Ez2 , Er1

5Er2 , kz15kz2 , kr15kr2 , n15n2 ; L015L02, Vz015Vz02,
Vr015Vr02, kz015kz02, kr015kr02, n015n02, Ez015Ez02,
Er015Er02. Considering the symmetry of the sandwich
transducer, only one vibrator of a quarter wavelength needs
to be studied in the following analysis. In this case, there are
three resonance frequency equations for the quarter wave-
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length transducer: two are for the radial vibrations and one is
for the longitudinal vibration. In these three equations, there
are three variables. They are the mechanical coupling coef-
ficients ni and n0 j for the metal mass and the piezoelectric
ceramic elements and the resonance frequency. Since the
number of the resonance frequency equations is the same as
that of the variables, the solutions to the equations can be
determined completely. It should be pointed out that only the
mechanical coupling coefficients and the resonance fre-
quency can be computed from the transcendental resonance
frequency equations. The stresses in the transducer cannot be
computed. This is the disadvantage of the developed ap-
proximate analytic method; that is to say, it cannot be used to
compute the displacement distribution and the stress and
strain in the transducer at present. Solutions to the frequency
equations can be found by using a numerical method. In this
paper, theMATHEMATICA software program is directly used
to compute the mechanical coupling coefficients and the
resonance frequency of the quarter wavelength transducer.

Based on the definition of the mechanical coupling co-
efficient, it is obvious that the mechanical coupling coeffi-
cient is dependent on the stresses in the transducer and the
stresses are very important for the vibration of the transducer.
However, it can be seen from the above analysis that it is the
mechanical coupling coefficient not the stress that appears in
the resonance frequency equations. Therefore, there is no
need to consider the stress for the calculation of the reso-
nance frequency. This does not mean that the stress has no
effect on the resonance frequency; the effect of stress on the
resonance frequency is reflected in the mechanical coupling
coefficient in this approximate analytical method. On the
other hand, it can be seen that when the material and the
geometrical dimensions of the transducer are given, the reso-
nance frequency is determined, and the mechanical coupling
coefficient is also determined. This means that the resonance
frequency and the mechanical coupling coefficient only de-
pend on the material parameters and the geometrical dimen-
sions of the transducer.

It should be pointed out that this is an approximation in
the analysis. In practical cases, the resonance frequency is
indeed only dependent on the material and geometrical di-
mensions. However, the stress is different at different posi-
tions in the transducer, and the mechanical coupling coeffi-
cient as a ratio of different stresses in the transducer may
also be different at different positions in the transducer.

In the calculation, the material of back and front metal
mass is hard aluminum; its standard material parameters are
used and listed in Table I. The piezoelectric ceramic material
is an equivalent of PZT-4 made in China. Its standard mate-
rial parameters are also used and listed in Table II. Using
these basic data, radial and longitudinal resonance frequen-
cies of the sandwich transducer in coupled vibration are cal-
culated. Because each of the three resonance frequency equa-

tions has a number of solutions that correspond to the
fundamental mode and overtones of the transducer, many
resonance frequencies can be obtained from the frequency
equations. For simplicity, the fundamental vibrational mode
is studied and the lowest resonance frequencies of the sand-
wich transducer are calculated. Based on the analysis and the
computation results, it can be seen that for the fundamental
vibrational mode of the sandwich transducer, three sets of
solutions to the resonance frequency equations can be found,
and they are represented by (f r1 ,nr1,nr01), ( f r2 ,nr2,nr02) and
( f l ,nl ,n0l), respectively. They correspond to the radial vibra-
tion of the circular metal mass, the radial vibration of the
piezoelectric ceramic elements, and the longitudinal vibra-
tion of the sandwich transducer, respectively. Figure 2 and
Fig. 3 illustrate the calculated relationship between radial
and longitudinal resonance frequency and geometrical di-
mensions of the sandwich transducer. In Fig. 2, the relation-
ship between resonance frequency and length of the metal
mass of the sandwich transducer is illustrated; in Fig. 3, the
relationship between resonance frequency and radius of the
sandwich transducer is illustrated.

From the theoretical results it can be seen that when the
coupled vibration between longitudinal vibration and radial
vibration in the sandwich transducer is considered, the vibra-
tion analysis of the sandwich transducer becomes complex
compared with traditional one-dimensional longitudinal de-
sign theory. For each vibrational mode, apart from longitu-
dinal resonance frequency, radial resonance frequencies can
also be obtained. Since the transducer can be driven on either
the fundamental mode or the overtones, many resonance fre-
quencies can be found from the resonance frequency equa-
tions of the sandwich transducer.

From the theoretical analysis, it can be illustrated that

FIG. 2. Theoretical relationship between the resonance frequency and the
length of the metal mass in the sandwich transducer in coupled vibration.

TABLE I. Material property of the back and the front metal mass.

r(kg/m3) E(N/m2) n

2.73103 7.1531010 0.34

TABLE II. Material property of the piezoelectric ceramic elements.

r0(kg/m3) s11
E (m2/N) s12

E (m2/N) s13
E (m2/N) s33

E (m2/N)

7500 12.3310212 24.05310212 25.31310212 15.5310212

d31(C/N) d33(C/N) kp k33 «33
T /«0

2123310212 496310212 0.58 0.70 1300
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both longitudinal and radial dimensions affect the resonance
frequency of the transducer in coupled vibration. This is dif-
ferent from traditional one-dimensional longitudinal theory.
According to one-dimensional longitudinal theory, only lon-
gitudinal resonance frequency can be obtained and radial di-
mension of the transducer has little effect on longitudinal
resonance frequency.

It can be seen that for fundamental vibrational mode of
the sandwich transducer of a quarter wavelength, there are
three resonance frequencies which are radial resonance fre-
quencies of the metal mass, radial resonance frequency of the
piezoelectric ceramic elements and longitudinal resonance
frequency of the sandwich transducer. They all depend on the
geometrical dimensions of the sandwich transducer. When
the dimensions of the piezoelectric ceramic elements are
fixed, the resonance frequency of the transducer depends on
the dimensions of the metal mass. When the length of the
metal mass is increased, radial resonance frequency of the
metal mass is decreased; radial resonance frequency of the
piezoelectric ceramic elements remains unchanged and lon-
gitudinal resonance frequency is decreased. This can be ex-
plained as follows. For the metal mass, when its length is
increased, the ratio of the length over the radius is increased,
the longitudinal kinetic energy becomes large and the radial
resonance frequency is therefore decreased. For the piezo-
electric ceramic elements, its geometrical dimension remains
unchanged and therefore its resonance frequency also re-
mains unchanged. On the other hand, the radial dimension
also affects the resonance frequency of the sandwich trans-
ducer. When the radius of the transducer is increased, the
radial resonance frequencies of the metal mass and the pi-
ezoelectric ceramic elements are decreased and the longitu-
dinal resonance frequency is also decreased. The reason for
this phenomenon is that the radial resonance frequency is
inversely proportional to the square of the radius. When the
radius is increased, the radial kinetic energy for the sandwich
transducer is increased and therefore the longitudinal reso-
nance frequency is decreased because of Poisson’s effect.

From the above analysis, it is clearly seen that both the
length and radius affect the resonance frequency of the trans-
ducer according to the theory of coupled vibration. However,
the effect of length and radius on the resonance frequency is
not independent. When the lateral dimension is large com-

pared with its length, the Poisson’s effect cannot be ignored,
and therefore the radial dimensions affect the resonance fre-
quency. For the radial vibration, apart from the radius, the
length also affects the radial resonance frequency. For the
longitudinal vibration, apart from the length, the radius also
affects the longitudinal resonance frequency. All these con-
clusions can be obtained from the calculated relationship be-
tween the dimension and the resonance frequency, and they
are different from the conclusions drawn from one-
dimensional theory.

It can be seen from the theoretical analysis that for the
coupled vibration of the sandwich transducer, since the radial
vibration and the coupling between longitudinal and radial
vibrations are considered, many resonance frequencies can
be obtained from the coupled resonance frequency equations.
Therefore, by choosing the geometrical dimensions of the
sandwich transducer properly, the sandwich transducer can
be made to vibrate on many resonance frequencies or on a
broad frequency bandwidth. Hence by using the coupled vi-
brational theory, multifrequency or wide bandwidth sand-
wich transducers can be designed and used in some applica-
tions such as ultrasonic cleaning and sonochemistry.

IV. NUMERICAL SIMULATION AND EXPERIMENTAL
RESULTS

To verify the developed method for the design of sand-
wich transducers with a large cross-section and high fre-
quency, two piezoelectric ceramic sandwich transducers with
a large cross-section are designed and manufactured. The
materials used for the trial-made transducers are the same as
those used in the above theoretical calculations. The funda-
mental resonance frequencies of the trial-made transducers
are measured using HP 4294A Precision Impedance Ana-
lyzer. The measured electric impedance characteristics of the
trial-made sandwich transducers are illustrated in Fig. 4 and
Fig. 5. In the figures, the frequencies corresponding to the
minimum electric impedance are the resonance frequencies
of the transducer. It can be seen that when the radius is
increased, the impedance curve of the transducer becomes
more complex, and more resonance frequency can be found.
The trial-made half wavelength sandwich transducers are
symmetrical, their geometrical dimensions, the calculated
and the measured resonance frequencies are listed in Table
III and Table IV. For comparison, the theoretical longitudinal
resonance frequencies from one-dimensional theory are also
calculated. At the same time, the resonance frequency and
the vibrational displacement distribution of the sandwich
transducers in coupled vibration are also computed using
ANSYS software. The computed resonance frequencies us-
ing FEM are also listed in Table IV. In the table,f r1 , f r2 and
f l represent the radial resonance frequency of the metal mass
and the piezoelectric ceramic elements, and the longitudinal
resonance frequency of the sandwich transducer.f m is the
measured resonance frequency;f c is the theoretical reso-
nance frequency from the coupled theory of this paper;f 1D is
the resonance frequency from one-dimensional theory.f n is
the theoretical resonance frequency fromFEM. It can be seen
that the resonance frequencies from the coupled vibrational
theory are in good agreement with those fromFEM, and they

FIG. 3. Theoretical relationship between the resonance frequency and the
radius of the sandwich transducer in coupled vibration.
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are also in good agreement with the measured results. Com-
pared with traditional one-dimensional theory, the results
from the coupled vibrational theory are in better agreement
with those from one-dimensional theory.

The vibrational displacement distributions of the trans-
ducer fromFEM are illustrated in Fig. 6 and Fig. 7. Figure 6
illustrates the displacement distribution of the transducer in
longitudinal resonance vibration; Fig. 7 illustrates the dis-
placement distribution of the transducer in radial resonance
vibration of the piezoelectric ceramic elements. In the fig-
ures, the dotted lines represent the undeformed shape of the
sandwich transducer,~a! and~b! represent the No. 2 and No.
1 transducer, respectively.

It can also be seen from Fig. 4 and Fig. 5 that when the
radius of the sandwich transducer is increased, the electric
impedance characteristics of the transducers become com-
plex, more vibrational modes can be found. The reason is
that the radial vibration becomes large and its effect on the
coupled vibration of the sandwich transducer becomes obvi-
ous. When the radius is small compared with the longitudinal
wavelength, the radial vibration is weak, and the correspond-
ing impedance peak is low. For example, the radial reso-

nance frequency of the transducer with a comparatively
small cross-section cannot be measured from the impedance
curve measurement.

As for the frequency error, it is thought that two kinds of
errors should be considered. One is the systematic error; the
other the random error. The systematic error is caused by the
approximate analytic method itself in which the shearing and
the torsion are ignored, while the random error is determined
by many uncertain factors. Sometimes the uncertain factors
are more important, they affect the measured results. On ac-
count of the above factors, the following should be taken into
account for the frequency error analysis:~1! The standard
material parameters are different from the practical values.
An error of 3%–5% can be caused by this factor.~2! The
piezoelectric ceramic elements are considered as disks with-
out inner holes. However, in practical cases, the piezoelectric
ceramic elements are circular rings.~3! In this method, to
simplify the analysis, the mechanical coupling coefficient is
considered as a constant. However, the mechanical coupling
coefficient is different at different positions in the sandwich
transducer.~4! The longitudinal and the radial extensional

FIG. 4. Measured electric impedance and phase angle curves of the No. 1
sandwich transducer with a comparatively small cross-section. FIG. 5. Measured electric impedance and phase angle curves of the No. 2

sandwich transducer with a comparatively large cross-section.

TABLE III. Geometrical dimensions of the trial-made sandwich transducers.

No. L1 ~mm! L2 ~mm! L01 ~mm! L02 ~mm! R1 ~mm! R2 ~mm! R0 ~mm!

1 30 30 6 6 26 26 25
2 30 30 8 8 31 31 30
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vibrations in the transducer are supposed. However, for the
coupled vibration of the sandwich transducer, shearing, tor-
sion and other strains may coexist in the resonator.~5! The
trial-made transducer is clamped by an inner central bolt. In
the theoretical calculation, the inner central bolt is not con-
sidered. This means the pre-stress of the sandwich transducer
is ignored in the calculation. However, in fact, the pre-stress
of the transducer affects the resonance frequency.~6! The
analytical method presented in this paper is an approximate
one. It can be used to analyze the resonance frequency of the
sandwich transducer in coupled vibration; however, whether
it can be used to calculate the vibrational displacement dis-
tribution remains to be studied further.

V. CONCLUSIONS

In this paper, the coupled vibration of the sandwich pi-
ezoelectric transducer with a large cross-section and high
resonance frequency is analyzed by using an approximate
analytic method. The resonance frequency equations are de-
rived, the theoretical relationship between the resonance fre-
quency and the geometrical dimensions is studied and the
resonance frequencies of the trial-made sandwich transducer
are measured. For comparison, numerical methods are also
used to simulate the coupled vibration and compute the reso-

nance frequency and displacement distribution. Based on the
above analyses, the following conclusions can be drawn.

~a! Compared with numerical methods, the analytic
method presented in this paper is a new analytic one. It
is concise in physical meaning and simple in calculat-
ing the resonance frequencies of the sandwich trans-
ducers with large cross-section and high frequency.

~b! Compared with one-dimensional theory, the resonance
frequencies obtained by means of the approximate ana-
lytic method presented in this paper are in better agree-
ment with the measured frequencies.

~c! When radial vibration and coupling between longitudi-
nal and radial vibrations are considered, more reso-
nance frequencies can be obtained. Apart from longitu-
dinal resonance frequency, radial resonance
frequencies can also be obtained. It is expected that
using this method the sandwich transducer with multi-
frequency or a wide bandwidth can be designed.

~d! Both radial and the longitudinal geometrical dimen-
sions affect the resonance frequency of the sandwich
transducer. When the length of the metal mass is in-
creased and the piezoelectric ceramic elements are
fixed, the radial resonance frequency of the metal mass
is decreased, the radial resonance frequency of the pi-
ezoelectric ceramic elements remains unchanged and

FIG. 6. Vibrational displacement distribution of the transducer in longitudi-
nal resonance vibration of the sandwich transducer fromFEM.

FIG. 7. Vibrational displacement distribution of the transducer in radial
resonance vibration of the piezoelectric ceramic elements fromFEM.

TABLE IV. Theoretical and measured resonance frequencies of the trial-made sandwich transducers.

No.

f r1 ~Hz! f r2 ~Hz!

f m f c f n D1/% D2/% f m f c f n D1/% D2/%

1 3 31692 3 3 3 34468 34124 35825 1.00 3.94
2 30517 29353 3 3.81 3 33428 32111 32565 3.94 2.58

No.

f l ~Hz!

f m f c f n f 1D D1/% D2/%

1 30575 31231 32102 33558 2.15 4.99
2 29372 28963 29019 31757 1.39 1.20
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the longitudinal resonance frequency is decreased. The
radial dimension also affects the resonance frequency
of the sandwich transducer. When the radius of the
transducer is increased, the radial resonance frequen-
cies of the metal mass and the piezoelectric ceramic
elements are decreased and the longitudinal resonance
frequency is also decreased.

~e! The analysis on the coupled vibration design theory of
the sandwich transducer with a large cross-section is
based on the assumption that torsion and shearing
strains are ignored. In practical cases, torsion, flexural
and shearing strains can all be produced for the coupled
vibration of the sandwich transducer.

~f! In this paper, the resonance frequency of the sandwich
transducer with a large cross-section is studied by us-
ing the proposed analytic method. In later works, the
displacement distribution, the stress and the strain dis-
tributions in the transducer with a large cross-section or
high resonance frequency will be further studied ac-
cording to the approximate analytic method.
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This paper describes the simulations and results obtained when applying optimal control to
progressive sound-field reproduction~mainly for audio applications! over an area using multiple
monopole loudspeakers. The model simulates a reproduction system that operates either in free field
or in a closed space approaching a typical listening room, and is based on optimal control in the
frequency domain. This rather simple approach is chosen for the purpose of physical investigation,
especially in terms of sensing microphones and reproduction loudspeakers configurations. Other
issues of interest concern the comparison with wave-field synthesis and the control mechanisms.
The results suggest that in-room reproduction of sound field using active control can be achieved
with a residual normalized squared error significantly lower than open-loop wave-field synthesis in
the same situation. Active reproduction techniques have the advantage of automatically
compensating for the room’s natural dynamics. For the considered cases, the simulations show that
optimal control results are not sensitive~in terms of reproduction error! to wall absorption in the
reproduction room. A special surrounding configuration of sensors is introduced for a sensor-free
listening area in free field. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850032#

PACS numbers: 43.38.Md, 43.60.Tj, 43.50.Ki@NX# Pages: 662–678

I. INTRODUCTION

This paper investigates the theoretical possibilities for
sound-field reproduction using optimal control methods for
potential audio applications. The major goals of this work are
feasibility and parametric studies with questions:~1! The ef-
fect of a reflective acoustic environment on objective repro-
duction quality in comparison with free-field conditions;~2!
the comparison of optimal control method with wave-field
synthesis~WFS!; and~3! the introduction of a practical con-
figuration which can be, as mentioned later, related to WFS.

The simulations presented in this paper have been car-
ried with a conventional least-square error formulation for
the acoustical part of the problem~Elliott, 2001; Nelson
et al., 1992!, while wave-field synthesis has been simulated
using nonfocusing WFS operators for a general source array
with a straight reference line~Verheijen, 1997!. Simple and
harmonic wave reproductions are considered in free-field or
in-room conditions.

Historically, spatial sound reproduction has been a vivid
and creative research domain involving artists, engineers,
and scientists~Davis, 2003; Henriksen, 2002; Rumsey, 2001;
Wilson, 2001!. Numerous examples of historical systems,

formats, patents, and advances concerning spatial audio have
also been reported recently~Davis, 2003; Rumsey, 2001!.
With the relatively recent arrival of digital representation and
multiple channels of audio, new possibilities of sound-field
control and sound reproduction have been investigated.
Commonly cited examples are: binaural techniques~Begault,
1994; Blauert, 1999!, ambisonic formats~Rumsey, 2001!,
wave-field synthesis~WFS! ~Berkhout, 1993; Verheijen,
1997!, and stereo-dipole~SD! ~Nelsonet al., 1997; Nelson,
2002; Watanabeet al., 1999!. In a broad sense, most of these
techniques try to improve two aspects of the consumer level
reproduction technology, with variable weighting and meth-
ods: ~1! Achieve a large listening area for a given audience;
~2! Create an appropriate 3D~or 2D! auditory scene.

A few words will be spent to introduce some of those
techniques since they are mainly distinguished from tradi-
tional loudspeakers systems where the mixing engineer is
entirely responsible for the channels’ content, like for the 5.1
or 10.2 surround systems~Rumsey, 2001!. ~Thex•y number-
ing convention for surround-sound system is used to describe
a system withx broadband channels andy low-frequency
channels for subwoofers.! The work presented here is more
connected tosound-field simulationrather than toperceptual
simulation. This short review will be devoted mainly to
sound-field simulation, which may provide a broader listen-
ing area without any perceptual assumptions.

Although the ultimate goal of sound-field reproduction
is an audio application, one must be aware that perfect re-
production of sound field does not necessarily lead to perfect
auditory events reproduction, since multimodal sensory in-

a!Portions of this work were presented in ‘‘Sound reproduction using active
control techniques: Simulations in the frequency domain,’’ Proceedings of
the 18th International Congress on Acoustics, Kyoto, Japan, April 2004,
and ‘‘In-room sound reproduction using active control: Simulations in the
frequency domain and comparison with wave field synthesis,’’ 147th ASA
meeting, New York, NY, May 2004.

b!Electronic mail: philippeIaubertIgauthier@hotmail.com
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fluences and cognitive mechanisms both strongly influence
sound localization and construction of a 3D auditory scene
~Blauert, 1999; Bregman, 1990!. In spite of this, it is as-
sumed that, if not perfect, at least optimal sound-field repro-
duction will achieve optimal auditory impression if the audio
system is not conflicting with visual indications or other sen-
sory experiences. This assumption justifies the wave-field
simulation approach.

A. Recent advances in spatial sound reproduction

The whole issue of reproduction of the spatial character
of hearing may be divided in various complementary and
hierarchic categories. The first fundamental division arises
while introducing a distinction betweenperceptual simula-
tion and sound-field simulation. To ensure a more general
understanding, one can interpret the simulation of sound
fields like the simulation of the physical stimulus, the sound
field in this case. Any technology that implies a measure or
knowledge of the spatial hearing mechanisms will belong to
the perception simulation class. Examples of this type are
binaural technologies which may include a measure of the
perceptive chain, the external ear in this case~Begault, 1994;
Blauert, 1999; Boulanger, 2001! and stereophonic produc-
tions@usually based on phantom imaging related to interaural
time delay or interaural level difference auditory cues~Rum-
sey, 2001!#. With sound-field simulation, although possibly
addressing the hearing system, one is not concerned with the
perceptive mechanisms of spatial hearing in the technologi-
cal development. Both perceptual simulation and sound-field
simulation are subject of the research activities~Berkhout,
1993; Gardner, 1998; Kirkebyet al., 1998; Nelsonet al.,
1997; Nelson, 2002; Takeuchiet al., 2002; Tokunoet al.,
1997; Verheijen, 1997; Wardet al., 1999; Watanabeet al.,
1999!. The simulation of sound fields can also be divided
into two further approach types. The first is theouter prob-
lem ~the creation of a synthetic directivity pattern around a
set of acoustical sources; the reproduced sound field is sur-
rounding the reproduction sources!. The second is theinner
problem. In this case the listening zone is surrounded by a
loudspeaker array which is introduced to create a sound field
within the interior of the surrounding array. The investiga-
tions reported here belong to this last type: inner problem of
sound-field simulation. At the interface between outer and
inner sound-field simulations, there is thesound-field ex-
trapolation, where the reproduction sources are located on a
plane separating the listening area~either virtual or real!
from a space where a sound field must be extrapolated to the
listening area.

1. Wave-field synthesis (WFS)

The work on the WFS originates from the theoretical
analysis by Berkhout in the late 80s and in the early 90s
~Berkhout, 1993; Verheijen, 1997!. The underlying idea is
rather simple. From the Kirchhoff–Helmholtz integral theo-
rem, WFS operators are defined to ‘‘link’’ a given simple
virtual source, fed by monophonic input, to an array of loud-
speakers which should reproduce the virtual source acoustic
field. The problem is usually concerned with reproduction in
the horizontal plane by means of a finite number of discrete

sources using appropriate simplifications of the integral for-
mulation~Verheijen, 1997!. Berkhout’s theory seems to be a
rigorous and up-to-date synthesis of some older ideas ex-
pressed by Camras~1968! and in the 30s, at the Bell Tele-
phone Laboratory, by Steinberg and Snow~Davis, 2003;
Rumsey, 2001!.1 With this WFS system, it is claimed that
plane and spherical waves can be reproduced in a broad pla-
nar listening area surrounded by the loudspeaker array; it is
thus a volume solution. Considerable amount of work on
WFS has followed in Delft University of Technology and,
later, in the CARROUSO European research project, where
practical issues have been investigated and have been
brought to a final prototype installed in a movie theater in
Ilmenau~Germany!. WFS researches have investigated spa-
tial aliasing, source type, source directivity~Verheijen,
1997!, multiactuator panel loudspeaker~de Vries et al.,
2003!, room compensation~Sporset al., 2003!, scene com-
position with WFS, subjective evaluation~Verheijen, 1997!,
and more.

On one hand, the benefit of the current WFS prototype is
its efficiency to transmit a spatial impression over a broad
area surrounded by the loudspeakers. Actual prototypes also
provide a convenient software tool for scene construction
and kinetic spatial compositions. On the other hand, WFS
drawbacks are more subtle and mainly related to the synthe-
sis operators’ definition, which makes assumptions on two
points:~1! Synthesis operators are defined for a virtual free-
field space.~2! Reproduction room’s response is not consid-
ered in the process, except in specific applications including
room compensation filters after the WFS filters~Sporset al.,
2003!. The typical WFS system is consequently based on an
open-loop architecture.

In the following simulations, a relation will be shown
between WFS and some particular configuration of sensors
using active control techniques.

2. Active sound control and adaptive filtering in
audio reproduction

Classical active sound control techniques may be con-
ceptually connected to sound reproduction from different
view points. First, in its application, active control of sound
is aimed at creating a controlling~secondary! pressure field
which, locally or globally, cancels a disturbing~primary!
pressure field. This task is nearly similar, except for a sign
change, to the reproduction of a given sound field for audio
applications. Second, from a temporal or spectral viewpoint,
active control and corresponding adaptive filtering tech-
niques may be used for single-point or multiple-point fre-
quency response equalization. With this in mind, active
sound field control may be applied to the spatial audio prob-
lem. This has already been done in the past using various
approaches and solutions.

Adaptive multipoint equalization in various environ-
ments, such as room and car, have been, to our knowledge,
studied and published by Elliot and Nelson first in 1985 and
later in 1989~Elliott and Nelson, 1989!. At that time, the
main objective was the realization of a better frequency re-
sponse uniformity in a room enclosure. The equalization of
room and loudspeakers is thus approached from a frequency
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viewpoint more than from a standpoint of an extended spa-
tially dependent sound-field reproduction. It is now more
than interesting to note some conclusions from the previ-
ously cited authors. It clearly seems that appropriate
multiple-point frequency equalization has been obtained by
applying a proper modeling delay between the desired sig-
nals ~at the error sensor locations! which were all deduced
from a single monophonic signal. The introduction of these
delays reproduces a wave somewhat similar to a traveling
plane wave. This suggests that room and loudspeaker fre-
quency equalization may thus benefit from proper spatial re-
production of a given virtual field.

Simulations have been introduced by Kirkeby and Nel-
son~1993! for plane-wave reproduction over a restricted area
in free-field condition. Major differences between Kirkeby’s
paper and the present paper are related to the configurations
considered, the presence of a reflective environment, and
comparisons with WFS. Following Kirkeby’s conclusion, a
narrow-arc arrangement of loudspeakers in front of an equal-
ization zone~a square of 0.5 meters! may create a progres-
sive plane wave in free-field reproduction conditions.

Another important research about adaptive 3D sound
systems is authored by Garas~1999!. Most of Garas’ work is
related to various adaptive multichannel signal processing,
including generic electroacoustical transfer functions, for a
general design which can be applied to active noise control,
cross-talk cancellation, and virtual imaging. In the case of
adaptive virtual acoustics, the author suggests the use of er-
ror microphones inside listener’s ears, a solution which may
not be practical.

These previous examples form a part of the published
works on active control in relation to sound reproduction.
Other important papers concerning audio applications of ac-
tive control and adaptive filtering which have been published
more or less recently are listed in references~Elliott and
Nelson, 1989, 1994; Kirkebyet al., 1996; Nelsonet al.,
1992; Nelson, 1994; Nelsonet al., 1995, 1996, 1997; Nel-
son, 2002; Utoet al., 1995!.

II. THEORETICAL MODEL

This section introduces the theoretical model on which
the simulations are based. As was previously mentioned, the
simulations are mainly concerned with sound-field reproduc-
tion. The reproduction system can be characterized byL
monopole sources andM sound-pressure sensors. The radia-
tion model for the sources is introduced first, while the opti-
mal control formulation, the sound-field reproduction~or
sound-field control!, is presented next.

The proposed model is more appropriate for low fre-
quencies, where the monopole may more adequately repre-
sent a closed-box loudspeaker. In all cases, the simulations
are carried out up to 1.5 kHz. This frequency limit roughly
corresponds to the auditory transition from an ITD~interau-
ral time delay! auditory cue based on signals’ fine structure
of time differences to the one based on signals’ envelope
time differences ~Blauert, 1999!. Note that this upper-
frequency limit seems to be shared by the WFS systems
which integrate frequencies up to 1500 Hz or so~Verheijen,
1997!. In our room simulations, this upper-frequency limit is

lowered to 400 Hz for computational efficiency. However,
the covered frequency range is still representative for the
room considered in our simulations since it includes the
Schroeder frequency~Nelson and Elliott, 1992!, which dic-
tates the progressive transition from a dominant-mode re-
sponse to a diffuse response.

A. Radiation modeling

The model is based on the Helmholtz equation for har-
monic acoustic fields

¹2p~x!1k2p~x!50, ~1!

and on boundary conditions~homogeneous and mixed! for
locally reacting surfaces

¹p~y!•n5 jkb~y!p~y!, ~2!

where p is the space-dependent complex acoustic pressure
@Pa#, k the wave number@rad/m# (k5v/c), x the position in
rectangular coordinates@m#, y the position on walls@m#, b
the specific acoustic admittance dimensionless ratio for a
given surface~normalized byrc, with r51.18 kg/m3 and
c5343 m/s),n a unit vector normal to the room surface
~pointing outwards the room!, v the radial frequency@rad/s#,
andc the sound speed@m/s# at ambient temperature. Ae2 j vt

time dependence is assumed for pressure and other harmoni-
cally varying variables. The system under study, with signs
convention and parameter definition, is graphically intro-
duced in Fig. 1.

Two different reproduction situations are investigated
and compared: in a free field, and in a room. In all cases, the
reproduced sound fieldis simply the sum of the individual
sources’ radiated sound field

p~rep!~x!5(
l 51

L

G~xuxl !~2 j vrql !, ~3!

whereql is the complex strength of sourcel ~located atxl)
and G(xuxl) is the Green’s function~Nelson and Elliott,
1992; Pierce, 1991!. In free field, the Green’s function is

G~xuxl !5
ejkux2xl u

4pux2xl u
. ~4!

FIG. 1. Signs and symbols convention for the rectangular room.x describes
an arbitrary point in volume V~or on the surface S!, y describes an arbitrary
point on S,n is a unitary vector normal to S and pointing outward,xi is a set
of Cartesian coordinates, andei , a triad of unit base vectors.
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While in a room, the following definition~which implicitly
assumes modal expansion and the fact that eigenfunctions
Cn form an orthogonal set! is used~Morseet al., 1968!:

G~xuxl !5 (
n50

N
Cn~x!Cn~xl !

V@kn
22k2#

, ~5!

where, in Eq.~5!, Cn is thenth eigenfunction of Eq.~1! with
boundary conditions Eq.~2!, kn the associatednth eigen-
value, andV the room volume. The eigenfunctions are am-
plitude normalized in such a manner that*VCnCmdV
5dnm . For the nonrigid case associated with Eq.~2!, com-
plex eigenfunctions and eigenvalues are expected. The eigen-
functions and eigenvalues are functions of the driving fre-
quency, which is explicit in the boundary conditions@see Eq.
~2!#. The modal scheme approximation for a rectangular
room with nonrigid surfaces is taken from Morse and Ingard
~1968! and is given by the following expressions:

Cn~x!5Cnx1
~x1!Cnx2

~x2!Cnx3
~x3!/An , ~6!

An5E
V
Cnx1

Cnx2
Cnx3

dV, ~7!

Cnxi
~xi !'cosS qnxi

pxi

Lxi
1 j b

kLxi

pqnxi
D , ~8!

q0xi
'

1

p j
A2 j bkLxi, ~9!

qnxi
'n2

2 j bkLx1

p2n
, ~10!

kn
2'S pqnx1

Lx1
D 2

1S pqnx2

Lx2
D 2

1S pqnx3

Lx3
D 2

. ~11!

This approximation is valid for a uniform admittance~which
is the case sinceb is uniformly distributed overS in the
simulations! and for low bkLxi ; it is thus limited to low
admittance and more representative to low excitation fre-
quency. Using matrix notation, Eq.~3! can be more com-
pactly written

p~rep!5@p~rep!~x1!¯p~rep!~xm!¯p~rep!~xM !#T5Z~m!q,
~12!

for a finite number of points,M, corresponding to receivers
positions. In Eq.~12!, Z(m) is a transfer impedance matrix
~from source strength to the reproduced sound pressure
evaluated at$x1¯xm¯xM% in the reproduction space! andq,
a complex source strength column vector defined as follows:

q5@q1¯ql¯qL#T. ~13!

B. Control modeling

Now that the reproduced pressure field is defined inV
subject toL simple monopole excitations, the optimal deter-
mination ofq needs to be derived. The target wave field, or
the image field, which has to be reproduced by the sources in
V, is a plane wave of amplitudeA

p~ im!~x!5Aej k"x, ~14!

wherek is the wave number vector. The plane wave is as-
sumed to propagate in the horizontal (x1 ,x2) plane, with a
direction defined by angleu in Fig. 2. Alternatively, the im-
age field can be a spherical wave

p~ im!~x!5A
ejkux2xou

ux2xou
. ~15!

In the last equation, the virtual source position is defined by
xo .

Using Eq.~3!, ~14!, or ~15!, a reproduction error func-
tion evaluated as a function ofx is defined as follows:

e~x!5p~ im!~x!2p~rep!~x!. ~16!

Perfect and ideal sound-field reconstruction would thus be
obtained everywhere in the reproduction area while reaching
e(x)50 with properly adjusted source strengthsq. On a
more practical ground, now assume that the reproduction
system is not only made ofL sources fed by an open-loop
architecture but also ofM error sensors, for which the errors
between the target pressure defined and the reproduced pres-
sure are evaluated at a set ofM discrete points
$x1¯xm¯xM%. The corresponding set of reproduction error
amplitudes has to be minimized with respect to the control
source strengthsq. With this in mind, an error vectore
5@e1¯em¯eM#T is introduced. For themth term ofe

em~xm!5p~ im!~xm!2p~rep!~xm!. ~17!

This allows the following definition of a cost function~in
terms of quadratic erroreHe), which corresponds to the qua-
dratic Hermitian including Tikhonov regularization~that is,
an effort penalty here expressed asgqHq) ~Nelson, 2001!:

JM5eHe1gqHq. ~18!

In Eq. ~18!, H superscript denotes the Hermitian transpose
andg the regularization parameter. The reproduction perfor-
mance optimization is expressed as a function of the qua-

FIG. 2. First investigated configuration in free field.u defines the propaga-
tion direction for a progressive plane-wave target field. The sensor array
covers a 131-m area with a separation distance of 0.125 m alongx1 andx2 .
The source array covers approximately a 7.536.4-m rectangle with a sepa-
ration of approximately 0.46 m.
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dratic reproduction errors because one wishes to bring the
errors to zero as nearest as possible, that is, the ‘‘least-
square’’ solution. Moreover, this is a common practice in
active control of sound or vibration which found this corre-
spondence with practical applications through adaptive filter-
ing, which is often based on such type of quadratic cost
function. On one hand, the regularization parameterg can
represent the possible trade-off between optimal reproduc-
tion and source strength minimization. On the other hand,g
introduces convenient regularization in the inverse problem
~Nelson, 2001!, as it will be seen in the next equation. This
Tikhonov regularization, which is nothing more than the in-
troduction of ag-weighted source-strength penalty term in
the cost function, is thus used to circumvent any ill-
conditioning of the problem. The purposes and consider-
ations of conditioning in regards to the sound-field reproduc-
tion are both addressed in Sec. III E. Within the context of
active control practice, such a regularization is conceptually
connected with the leaky adaptation of a feedforward system
~Elliott, 2001!. For a more detailed review of inverse prob-
lems and regularization, the reader is referred to the work of
Nelson~2001!.

Provided that @Z(m)HZ(m)1gI # is positive definite,
which is the case whenL,M ~Nelson and Elliott, 1992!, the
cost functionJM has a unique minimum associated with

qopt5@Z~m!HZ~m!1gI #21Z~m!Hp~ im!, ~19!

where I is the identity matrix and p(im)

5@p(im)(x1)¯p(im)(xm)¯p(im)(xM)#T. By inspection of Eq.
~19!, it is apparent that the conditioning and hence invertibil-
ity of the matrix@Z(m)HZ(m)1gI # will strongly influence the
quality of the minimization results, and therefore the useful-
ness of the regularization parameterg which adds a value to
the diagonal terms of the matrix to be inverted in Eq.~19!.
Explained briefly and textually, such an addition increases all
the matrix singular value from a given amount and conse-
quently reduces the ratio of the largest to the smallest singu-
lar value. This ratio defines the condition number. While in-
verting any matrix, a very small singular value of the matrix
results in very large values of the solution, and this may
reduce the solution quality or even the numerical invertibility
of the matrix~Nelson and Yoon, 2000!. For this reason, the
added diagonal valueg will stabilize the inversion of the
matrix. By such means, the Tikhonov regularization thus cir-
cumscribes the solution valuesqopt to a more acceptable
range but, at the same time, it reduces, appreciably or not,
depending ong, the reproduction quality.

Substitution of Eq.~19! in JM allows the definition of
the residual normalized cost function~excluding the
Tikhonov regularization termgqHq) whenq is set toqopt

ELS5
JM

~q5qopt!2gqopt
H qopt

JM
~q50!

. ~20!

This parameter has been chosen for comparison and valida-
tion with past works from Kirkeby and Nelson~1993!. The
real scalar-valuedELS here expresses the fitness between the
image field and the reproduced field. A smallELS value will
thus demonstrate a good fit between the two fields and there-

fore express the effectiveness of the reproduction. Although
one can monitor the spatial sound-field reproduction quality
by means of the real scalar cost functionJM of Eq. ~18!, it
would be difficult to use such a scalar for comparison pur-
poses because it includes the effort penalty contribution
~weighted byg! and it varies with a varying number of error
sensors sinceJM includes the sum of theM quadratic errors.
This motivates theELS definition for comparison purposes.

Using a small value of the regularization parameterg
can be sufficient, in terms of regularization, without reducing
the reproduction quality. This idea is presented in Fig. 3 for
the free-field configuration of Fig. 2 while reproducing a
progressive plane wave at 220 Hz withu530 deg. For a
given regularization parameter, in this case roughly between
10 and 104, the total source strength amplitudeuqoptu is
bounded to an acceptable value without important residual
reproduction error increase@ELS stays far below the sug-
gested limit ofELS50.5 ~Kirkeby and Nelson, 1993!#. Ac-
cordingly, a fixed value ofg550 is used for all the simula-
tions considered in this paper, although more rigorous
determination rules have been introduced for the regulariza-
tion of the inverse problem~Nelson, 2001!. Moreover, Fig. 4
shows an alternative representation of Fig. 3 which is re-
ferred to as anL curve, where the choseng is near the corner

FIG. 3. ELS ~on left! anduqoptu ~on right! variation as a function ofg for the
free-field case of Fig. 2 while reproducing a plane wave at 220 Hz with
u530 deg.

FIG. 4. Relation betweenuqoptu andELS , with g as a parameter~that is, the
L-curve representation of Fig. 3 for the free-field case shown in Fig. 2!.
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region associated with the optimal regularization parameter
~Nelson, 2001!. Even if we use a frequency- and case-
independentg, it is, for our purposes, still sufficiently near
the optimal corner of the case-dependentL curves. Some
numerical experiments have shown better conditioning with
values as small asg50.1 in comparison with absence of any
regularization~g50!. However, such small values usually
lead to important error outside the sensor array, thus poten-
tially introducing high sound pressure outside the reproduc-
tion area. This higher sound pressure is suggested in Fig. 3
by the uqoptu drastic increase with smallg. Although this
increase introduces anELS reduction, it is at the costly ex-
pense of potentially disturbing high source strengths. A regu-
larization parameter ofg550 thus seems to be a good com-
promise between objective reproduction quality and source
strength amplitude. When the regularization parameter is
roughly kept in the flat regions ofELS and uqoptu shown in
Fig. 3, the results can be considered to be valid and revealing
for our purposes. This region corresponds to theL curve’s
corner, where a higher concentration of points can be seen in
Fig. 4 for a logarithmic variation ofg. As shown in both
Figs. 3 and 4, this region is quite large and can support ag
variation, a tolerance which allows the use of a case-
independentg for our purposes.

Tikhonov regularization and regularization parameter
choice have been extensively studied in the context of in-
verse source problem~Nelson, 2001! and for sound-
reproduction filter design~Tokuno et al., 1997!. In our cur-
rent theoretical problem, the idea is not to precisely define
the source strength from a set of measurements~like for the
inverse source problem! but more to physically reproduce a
given wave field and evaluate the possibilities. For this
simple reason, and for computational efficiency, the regular-
ization parameter is not rigorously optimized in this work.

This entirely acoustical approach to the control problem
is easily connected to feedforward control systems which
usually try to reduce an estimated error by the adaptation of
filters upstream of the actuators~Elliott, 2001!. Using the
optimal control approach in the frequency domain, simula-
tions give some cues about the best possible situation and the
involved control mechanisms. It is thus a preliminary evalu-
ation and comparison tool which guides the understanding
and the subsequent construction and configuration of such a
system.

Since source power outputs may give some relevant in-
dications about control mechanisms, each source acoustical
power output is computed usingP l5(1/2)R(pH(xl)ql) ~El-
liott, 2001!, where superscriptH denotes complex conjuga-
tion ~that is the Hermitian transpose of a scalar! andR(z),
the real part ofz.

As will be presented in the next section, some compari-
sons with WFS are made. In this case, the source strengths
are derived from straight application of WFS operators given
by Verheijen~1997! for general source arrays, nonfocusing
virtual image defined by a spherical wave, and a straight
reference line through the source array center. For a given
virtual spherical source, the reference line is perpendicular to
a line from the virtual source position to the source array
center. Some adjustments have been made to convert mono-

pole amplitude to source strength representation~Pierce,
1991! using consistent time-dependence notation. In this
case, the optimal source strength vector is replaced by the
corresponding WFS sources strength.

III. RESULTS OF NUMERICAL SIMULATIONS

A. Feasibility study

The first question that should be addressed concerns the
feasibility of a method such as active control in the context
of sound-field reproduction. As a first investigation, Figs. 2
to 11 illustrate some results for the free-field case with given
source and sensor configurations. The system configuration,
which is depicted in Fig. 2, includes a 1-m-square sensor
array. The target wave field is first defined as a progressive
plane wave with a propagation direction ofu530 deg. Figure
5, which presents the minimization results, shows consider-
ably low residual normalized cost function (ELS) over the
frequency range. Such a low residual error corresponds to a
satisfactory quantitative reproduction of sound field, at least
over the sensor array.~This is shown in further figures.! Also
note in Fig. 5 that the reduction ofuqoptu with increasing
frequency is related to low monopole radiation efficiency at
low frequencies ~for a frequency-independent source
strength, which is volume velocity in this case!.

Figure 6 shows the real part of the target wave field and
the reproduced wave field for the same configuration at 220
Hz. Clearly, a lowELS ~below 0.1 as in Fig. 5 for 220 Hz!
corresponds to a good wave-field reproduction over the sen-
sor array and in its immediate vicinity. Kirkeby and Nelson

FIG. 5. Variation ofELS ~on left! and uqoptu5Aqopt
H qopt ~on right! for pro-

gressive plane-wave~u530 deg! reproduction in the (x1 ,x2) plane; see the
configuration in Fig. 2.

FIG. 6. On left, real part of the target wave field~plane wave! and, on right,
the reproduced wave field at 220 Hz in free field.
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~1993! suggested 0.5 as a maximum acceptable value forELS

for a similarly formulated reproduction problem. Although
this simulation corresponds to an ideal situation, Figs. 5 and
6 allow us to conclude that it is possible to locally~in a 1-m2

area! reproduce a plane wave using such a configuration in
conjunction with active control techniques. This demon-
strates that active control can thus be effective as a wave-
field reconstruction system, like WFS. This was to be ex-
pected from previously published works for simple source
configurations~Kirkeby and Nelson, 1993!.

By analyzing Fig. 7, two simple phenomena can be ob-
served for the free-field condition. First, slightly better ob-
jective reproduction, in terms ofELS , is obtained for,
roughly, 45- and 135-deg target plane-wave propagation di-
rections. These directions correspond to the largest possible
distance between reproduction source and sensor array for
this configuration~consequently presenting a spherical wave-
front of larger radius at the sensor array! and, according to
Fig. 7~b!, are associated with auqoptu increase. Second, de-
pending on the target plane-wave propagation direction, a
peculiar ELS fluctuation can be observed around 1400 Hz.
This fluctuation can be related to spatial aliasing which is
function of sensor separation for this configuration. In this
respect, Fig. 8~a! showsELS variations for a dense sensor
array ~which is the same as in Fig. 2! and Fig. 8~b! shows

similar fluctuation for a sparse array~the same number of
sensors with a spacing twice that of Fig. 2!, both for a
broader frequency span. Above 1400 Hz,ELS rapidly in-
creases for the dense array, which is characterized by a
0.125-m sensor spacing~corresponding approximately to a
half-wavelength at 1400 Hz!. When halving the sensor array
density, this limiting frequency is also halved. This can be
attributed to spatial aliasing by the sensor array. At least two
sensors per wavelength have to be included for proper spatial
sampling.

B. Comparison with WFS in free field

Since WFS systems have been shown to provide impres-
sive subjective reproduction, a comparison between optimal
control of sound-field reproduction and simple WFS is first
presented in free field in Figs. 9 to 11. All these simulations
have been carried out with a virtual spherical source located
at xo5@22,22,1.2#T expressed in meters. The synthesis op-
erators for an arbitrary source array and nonfocusing virtual

FIG. 7. Variation ofELS ~a! and uqoptu ~b! with frequency and angleu, for
plane-wave reproduction in free field~see the configuration in Fig. 2!.

FIG. 8. Variation ofELS with frequency and angleu, for plane-wave repro-
duction in free field with:~a! a dense sensor array~see the configuration in
Fig. 2! and~b! a sparse sensor array~double spaced in comparison with Fig.
2!.
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source are borrowed from Verheijen~1997! with a reference
line across the sensor array center. This line is perpendicular
to a line from the virtual source to the source array center.
The virtual source’s height, 1.2 m, is equal to source and
sensor height. The inspection ofELS in Fig. 9 shows that the
reproduction error is lower for optimal control than for WFS
over the considered frequency range at the sensor array. WFS
provides an acceptableELS at low frequency. Above 369 Hz
~see the broken vertical line in Fig. 9!, the error for the WFS
system increases drastically and monotonically. This result
was to be expected since the sources’ separation gives a spa-
tial aliasing frequency of approximately 369 Hz for WFS in
a first approximation~Verheijen, 1997; Nicolet al., 1999!. In

fact, with such a source separation, WFS is penalized for
higher frequencies. A denser source array would advanta-
geously push this upper-frequency limit for WFS. WFS
upper-frequency limit is actually defined by sources separa-
tion ~Verheijen, 1997!, while the optimal control frequency
limit is defined by sensor separation, at least for this configu-
ration. From a practical viewpoint, increasing microphone
density is more easily achieved than increasing loudspeaker
density, since microphones are usually smaller than loud-
speaker cabinets. On the other side, from an auditory percep-
tion viewpoint, it may not be relevant to attempt physical
sound-field reconstruction at frequencies larger than 1.5 kHz
since our auditory mechanism of sound localization is domi-
nated in the time domain, above this frequency, by ITD cues
of signal envelope and not by ITD cues of signal’s fine tem-
poral structure~Blauert, 1999!. Interaural level differences
~ILD !, however, are still effective for a higher frequency
range~Blauert, 1999!.

Even if the residual error is considerably lower for the
optimal control solution, the wave field is correctly repro-
duced by WFS over a broader listening area at 220 Hz as
demonstrated in Fig. 10. However, increasing the size of the
listening area for optimal control using a broader sensor ar-
ray may be desirable. The listening area aspect is further
investigated in the next section of this paper.

Figure 11 shows the source power output for optimal
control and for WFS. Clearly, similar power injection may be

FIG. 9. Variation ofELS and uqoptu for spherical wave reproduction (xo5

@22,22,1.2#T meters! in free field; see the configuration in Fig. 2. Solid
lines: Optimal control. Dashed lines: WFS.

FIG. 10. ~a! Real part of the target wave field at 220 Hz in free field.~b!
Real part of the reproduced wave field at 220 Hz in free field using optimal
control ~on left! and using WFS~on right, the dashed line is the reference
line!.

FIG. 11. Acoustical power output for:~a! optimal control and~b! WFS
while reproducing a spherical wave at 220 Hz in free field; see Figs. 9 and
10.
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observed for both cases in free field. Somewhat lower power
injection for optimal control is related to the smaller listening
area, which corresponds to the sensor array in this case.

According to these simulations of the two methods, ac-
tive control is able to achieve wave-field reproduction com-
parable to WFS in the free-field condition.

C. In-room reproduction, comparison with WFS and
control mechanisms

The effect of a reflective environment on optimal repro-
duction at the sensor array position, in comparison with
WFS, can now be evaluated. As shown previously, wave-
field reproduction can be physically achieved in free field
using active control technique. In the following, the compari-
son is conducted for a simple rectangular room.

The investigated configuration is depicted in Fig. 12.
The room dimensions have been defined in accordance with
the Audio Engineering Society~AES, 2001! and German
Surround Sound Forum~Rumsey, 2001! recommendations
for the optimal size of multichannel monitor rooms. For the
given volume, V5139 m3 ~precisely 7.536.432.896 m;
source and sensor height: 1.2 m!, a nominal reverberation
time of approximatelyT6050.28 s is suggested~Rumsey,
2001!. Using the Eyring–Norris reverberation model for dif-
fuse field without medium absorption~Kinsler et al., 2000!

T605
0.161V

2S ln~12a!
, ~21!

an associated random-incidence energy absorption coeffi-
cient, a, is calculated and converted into an equivalent spe-
cific conductance ratio~normalized by the air characteristic
impedancerc) using an implicit relation~Kinsler et al.,
2000!

a58bS 11
b

b11
22b lnS b11

b D D . ~22!

The surface-specific conductance ratiob @see boundary con-
ditions in Eq.~2! and modal scheme in Eqs.~6! to ~11!# is set
to 0.0651, which is real, frequency independent, and uniform
on S. For the simulations, the number of modes in Eq.~5!, N,
is set to 6137. This proved sufficient to ensure convergence

of the total time-averaged acoustical potential energy up to
400 Hz.

Figure 13 shows the comparison, for such a configura-
tion, between optimal control and WFS. The target wave
field is a spherical wave originating fromxo5@22,
22,1.2#T expressed in meters.ELS for optimal control is
below 0.02. Optimal control provides a small reproduction
error over the whole frequency range. By comparison, WFS
produces anELS larger than 1 for the same frequency range
in the simulated room. According to Eqs.~16! to ~20! anELS

value of 1 corresponds to a reproduction error as important
as perfect silence@p(rep)(x)50 and e(x)5p(im)(x)] in the
reproduction space; hence, large differences may be expected
between the target wave field and the wave field reproduced
by WFS with this room model. This is indeed supported by
Figs. 14~a! to ~c!, where, this time, real and imaginary parts
of pressure have been plotted to clearly differentiate propa-
gating and standing waves. As shown in Fig. 14~b!, the op-
timal control approach properly recreates the wave field at
the position of the sensor array in the room. On the other
hand, Fig. 14~c! reveals that WFS does not recreate the wave
field in-room situation. Moreover, Fig. 14~d! shows that op-
timal control can reproduce a progressive wave field over a
larger area in the room~232-m sensor array!.

Similar simulations have been carried out for another
configuration~where the surface-specific admittance ratiob
has been replaced by 0.0059! corresponding to a reverbera-
tion time of approximately 2.8 s~that is, ten times longer
than the AES recommendation for the given volume!. The
reproduction room is consequently regarded as a poor envi-
ronment for audio applications since strong and distinct
standing waves may appear both in space and frequency re-
sponses. The results are again shown in Fig. 13 for active
control and WFS. From this figure, it is possible to conclude
that active control automatically accounts for room dynam-
ics, even for a highly reflective environment. This illustrates
the usefulness of active control in sound-field reproduction.

The source acoustical power output for the 220-Hz
spherical wave-field reproduction is shown in Fig. 15~a! for
optimal control, and in Fig. 15~b! for WFS. The source out-
put distributions are clearly different in each case. Power

FIG. 12. Second investigated configuration: a room of 139 m2 with a rever-
beration time of 0.28 s@as suggested by the AES~2001!#.

FIG. 13. Variation ofELS ~on left! and uqoptu ~on right! for spherical wave
reproduction in room. Solid lines: Optimal control. Dashed lines: WFS.
Thick lines: Reverberation time of 0.28 s. Thin lines: Reverberation time of
2.8 s.uqoptu is independent of the reverberation time for WFS.
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absorption~negative power output! by acoustic sources is
hardly visible in Fig. 15~a! for the active control of sound
reproduction. This ensures reconstruction of a propagating
wave field on a modal basis.

For such a frequency of 220 Hz@above the room’s
Schroeder frequency, which is approximately 94 Hz~Pierce,
1991!#, where modal density and modal overlap are progres-
sively more important, control mechanisms may be inter-
preted, in the limit of the present physical model, as a modal
rearrangement where appropriate field reconstruction arises
from the superposition and arrangement of modal responses
at the driving frequency. Recalling that each room’s oblique
mode can be seen as a superposition of eight propagating
plane waves, some superposition possibilities have to be ex-
pected when modal overlap increases. At lower frequencies,
where the modal density is, by far, lower, acoustical power
absorption by the reproduction sources becomes more impor-
tant. This is illustrated in Figs. 16~a! and ~b! for an image
field at 70.5 Hz. For such low frequencies~below the room’s
Schroeder frequency! the spatial sound-pressure variations
over the sensor array are small and the modal density is
smaller. In this frequency range, the optimal control, again
for this configuration, acts to create an acoustical energy flow
over the sensor array and mainly prevents a pure standing-
wave pattern. Acoustical power outputs are finally shown in

Fig. 16~c! at 220 Hz for the same room with a longer rever-
beration time of approximately 2.8 s. In this case, power
absorption by the reproduction sources is more effective in
the optimal reproduction process above the Schroeder fre-
quency. From these results and comparisons with WFS, it is
clear that all the sources are active in contributing to progres-
sive wave-field reconstruction in room. For this reason,
wave-field reconstruction and room compensation may not
be performed with only a fraction of the total number of
reproduction sources. These sources that are inactive in WFS
have to perform power absorption or modal rearrangement
for better sound-field reproduction in-room.

D. Investigation of practical sensing configuration

In this section, a more practical microphone array is
briefly introduced for sound-field reconstruction. The main
objective is to investigate a potential sensor array which can
reduce the total number of sensors and leave a listening zone
~where the wave field must be reproduced! free of any sen-
sor.

WFS is based on the Kirchoff–Helmoltz integral formu-
lation ~Verheijen, 1997; Morseet al., 1968!

p~x!5E
S8

~G~xuy!¹p~y!2p~y!¹G~xuy!!•n dS8, ~23!

which represents a mathematical formulation of the Huy-
gens’ principle where the normal pressure gradient onS8
becomes a continuous monopole source and the pressure on
S8 becomes a continuous dipole source. Note that this ap-

FIG. 14. Real~on left! and imaginary~on right! part of: ~a! the target wave
field at 220 Hz in-room (T60'0.28 s); ~b! the corresponding reproduced
wave field using optimal control;~c! the reproduced wave field in room
using WFS; and~d! the reproduced wave field using optimal control in room
for a larger sensor array.

FIG. 15. Acoustical power output for:~a! optimal control and~b! WFS
while reproducing a spherical wave at 220 Hz, in-room (T60'0.28 s).
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plies only in the volumeV8 bounded by surfaceS8 ~see Fig.
1 for the chosen convention!. Also note thatS8 may not
correspond to a physical surface such as a room wall or
source array. The WFS fundamental and theoretical interpre-
tation of this formulation is that the wave field can be recon-
structed using a surrounding and continuous distribution of
appropriately driven monopoles and/or dipoles sources on
S8, wherep(y) is the target wave field onS8. Another inter-
pretation of Eq.~23! is that any sound-pressure field inside
V8, which is assumed to be free of acoustic sources, is en-
tirely and uniquely defined by its pressure and pressure gra-
dient on the bounding surfaceS8. With this in mind, perfect
wave-field reconstruction should be obtained if the pressure
and the pressure gradient are continuously reconstructed on
S8 with reproduction sources outsideV8 andS8. Such inter-
pretation has been previously pointed out by Ise~1999!.
Now, considering the fact that WFS, using a finite number of
sources along a finite line replacingS8, appropriately repro-
duces an approximation of the target wave field below the
WFS aliasing frequency in free field~Berkhout, 1993; Ver-

heijen, 1997!, another sensor array for optimal control is in-
troduced in Fig. 17~a!. For this configuration, the sensors are
distributed over the sides of a 333-m square, and consist of
either single microphones or microphone pairs. For the mi-
crophone pair, the microphones are separated by 0.1071 m.
There is a total of 84 sensors. With this linear sensor array,
any reproduction error reduction will reconstruct an approxi-
mation of the sound pressure~single microphone! and sound-
pressure gradient~microphone pairs! around the listening
area. Depending on the situation, it is consequently expected
that such a reconstruction will also imply wave-field repro-
duction inside the sensor array. The surrounding property of
the linear array is chosen to ensure reproduction for all pos-
sible propagation directions in the horizontal plane. In free
field, a simple layer, which only approximates sound pres-
sure, could have alternatively been considered as sufficient
for reproduction.

A similar type of reconstruction has been used by Cor-
teel et al. ~2002! for wave-field synthesis with panel loud-
speakers. In their paper, the authors report the experimental
usage of a simple linear sensor array in front of the panel
sources to achieve filter design using adaptive filters. Adap-
tive filter design procedure is chosen since explicit WFS op-
erators would be too difficult to theoretically define for such
multiexciter panel loudspeakers.

Using the discrete approximation of reproduced pressure
and pressure gradient around a listening area, in order to
obtain an appropriate field inside the horizontal array, some
revealing results about practical possibilities for such a sur-

FIG. 16. Acoustical power output for:~a! optimal control and~b! WFS
while reproducing a spherical wave at 70.5 Hz, in-room (T60'0.28 s). ~c!
Acoustical power output for optimal control while reproducing a spherical
wave at 220 Hz, in-room with a lower admittance (T60'2.8 s).

FIG. 17. ~a! A linear sensor array in free field superposed to the real part of
the target wave field ~a spherical wave originating fromxo

5@21,2.8,1.2#T m) at 220 Hz.~b! Real part of the corresponding repro-
duced wave fields in free field with optimal control~on left! and WFS~on
right, the dashed line is the reference line!.
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rounding array are provided. Optimal control application for
a configuration in free-field situation is summarized in Figs.
17 and 18.

Wave-field reproduction is conveniently achieved in the
listening zone, surrounded by this sensor array, using optimal
control of error reproduction at these sensor locations. As
illustrated in Fig. 17~b!, optimal control results are compa-
rable to WFS reproduction. Clearly, this simple preliminary
result using a linear sensor array shows that active control
leads to a sound-field reconstruction which is very similar to
WFS reconstruction in a free-field reproduction space. This
type of pressure and pressure gradient reconstruction consti-
tutes a conceptual connection between WFS and active con-
trol of reproduction errors. Source power outputs are shown
in Fig. 18. Again, sound-field control and WFS show similar
power output distributions. The narrower power distribution
for optimal control is related to the smaller dimensions of the
reproduction area, as compared to the dimension of the WFS
reference line in front of the sources. As expected for the
free-field acoustics, there is no control mechanism that oper-
ates in this example other than wave interference. In com-
parison with the free-field results shown in Fig. 10, a larger
listening zone is achieved. This difference is due to the larger
extent of the sensor array that is more demanding in terms of
securing a suitable reproduction area.

Being able to successfully use such an array in a room
would be practically very attractive. Unfortunately, prelimi-
nary simulations using such a sensor array in a room situa-

tion show an inappropriate reproduction of sound field inside
the surrounding array except for low frequencies. For low
frequency, the sensor array is no longer a linear array since
the dimensions of the sensor array are comparable to the
acoustic wavelength. Such a difference between free-field
and in-room situations was physically foreseeable. From the
Kirchhoff–Helmholtz formulation, any distribution of sound
pressure and sound-pressure gradient overS8 will entirely
define sound pressurep(x) insideV8. Since our simulations
are concerned with a planar listening area~that is, source
distribution and sensors distribution in an horizontal plane!,
the free-field situation allows one to replace the surface in-
tegration by a line integration surrounding the listening area.
The linear array of Fig. 17 is thus a free-field-specific inter-
pretation of the Kirchhoff–Helmholtz integral simplified to a
surrounding line. By marked contrast with the free-field situ-
ation, the room situation implies source reflections from the
walls, ceiling, and floor, the sound-pressure field is thus de-
fined by sound waves propagating with all possible direc-
tions through the closed surrounding surfaceS8, which con-
sequently cannot be replaced by a line array without loss of
information. About this point, one can see a connection with
the practical implementation of surrounding linear sensor ar-
ray by Sporset al. ~2003! used for plane-wave decomposi-
tion and room compensation. For the aforementioned rea-
sons, a linear array such as the one introduced in Fig. 17
should be replaced by a surrounding sensor surface for the
in-room context to achieve a more ideal correspondence with
the Kirchhoff–Helmholtz integral formulation. In any case,
further investigation should be carried out to evaluate both
the effect and nature of such type of line approximation for
in-room situation.

This linear sensor array gives only a frequency-
dependent approximation of the continuous sound pressure
and sound-pressure gradient around the listening space; the
reproduction inside the array is consequently more sensitive
to residual error and its quality is no more objectively evalu-
ated by the unique consideration ofELS . In spite of the need
for further investigation of such a sensor array, the previous
simulations suggest some potential and interesting applica-
tions. Moreover, this establishes a relation between wave-
field synthesis and active control of sound reproduction.
From a practical viewpoint, such a linear sensor array would
be attractive for sound-field control since the quantity of sen-
sors is seriously reduced~in comparison with a uniform rect-
angular array!, and the listening area, which is considerably
larger, is free of sensors. On the other hand, as mentioned
earlier, some serious efforts should be devoted to the appli-
cability and adaptation of such a type of sensor array in-
room situation.

E. Conditioning of the reproduction system

This section deals with two other aspects of sound-field
reproduction. The first is related to the effect and meanings
of the Tikhonov regularization introduced earlier within the
optimal control approach, while the second is a search for an
ideal source and sensor configuration. Here, however, we do
not seek an absolute solution to the quest for an ideal con-
figuration, but general rules for practical elaboration of a

FIG. 18. Acoustical power output while reproducing a spherical wave at 220
Hz, in free field with~a! optimal control and~b! WFS ~see Fig. 17!. Dia-
mond markers denote zero power output for WFS.
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sound-field reproduction system. For both aspects, condition-
ing of matrices is regarded as a source of relevant informa-
tion.

Figure 19 introduces some aspects of sound-field repro-
duction in a room in comparison with a free-field situation
from the matrix inversion viewpoint. Such considerations are
first monitored by the condition number of@Z(m)HZ(m)

1gI #, that is, the matrix to be inverted in Eq.~19! while
achieving optimal control. The condition number of a matrix
is formally defined as the ratio of the largest to the smallest
nonzero singular values of the matrix.@See Golubet al.
~1998! and Nelson and Yoon~2000! for a more detailed re-
view of the potential meanings and applications of the con-
dition number in relation with singular value decomposition,
a topic which is beyond the scope of this paper.# A simple
numerical interpretation of the condition number is that a
higher condition number reveals an ill-conditioned matrix
which, by means of numerical inversion, may lead to errors
and fluctuations in the solutionqopt. In the worst case of
ill-conditioning, the solution may not be valid at all~showing
an extremely sensitive reaction to numerical errors! and the
matrix is nearly singular or singular, and thus prevents any
significative matrix inversion. For our application and by in-
spection of Fig. 19, the condition number of the matrix
which has to be inverted in the optimal control process is
drastically reduced when the regularization parameterg is
introduced, as expected from Sec. II B. Since a large condi-
tion number characterizes an ill-conditioned problem, the
Tikhonov regularization improves the conditioning and
hence demonstrates its useful presence. Consequently, since
this regularization corresponds to an effort penalty in the
active control perspective, the beneficial effect ofg param-
eter suggests, for future works on sound field reproduction
with optimal control, that a specific adaptation scheme such
as the leaky adaptation2 ~Elliott, 2001! is to be considered for
practical implementation to compensate for ill-conditioning
of the problem, and by doing so avoid unacceptable large
source strengths. Again from Fig. 19, the condition number
shows strong variations with frequency in a room enclosure.
In case of modal-dominated response~at lower frequency!,
the condition number increases at room resonances and thus

suggests the effect of room dynamics on the optimal control
problem conditioning. This will be more developed in the
following comments.

We now consider effect of various parameters, such as:
in-room versus free-field situation, admittance variation, sen-
sor and source positions, on the condition number of the
matrix Z(m) to reach some guidelines for design purposes.
This matrix is the plant matrix and it describes the reproduc-
tion system through the relation betweenq and p(rep) ex-
pressed by Eq.~12!. Theoretically, the condition number of
Z(m) bounds the variations ofq caused byp(rep) variations
~Nelson, 2001! in the set of equationsq5Z(m)21

p(rep) in such
a manner that a well-conditioned matrix~with a small con-
dition number! shows a small source strength variation
caused by small pressure variations, while an ill-conditioned
matrix ~with a large condition number! implies important
source strength variations for small pressure variations.
Since for optimal controlp(rep) is always trying to imitate in
a ‘‘least-square’’ sensep(im), a high condition number for
Z(m) may thus lead to strong variations ofqopt associated
with slight variations ofp(im). Such a behavior is undesirable
in practice because progressive or smooth time variations of
the target wave field should necessarily be associated with a
rather smooth variation of the source strength, since such
abrupt change may be noticeable to an audience. For all
these reasons, the condition number ofZ(m) provides some
cues for the most appropriate reproduction configuration.
Moreover, the condition number ofZ(m) alone allows us to
compare the conditioning in various configurations without
the influence ofg. It worth noting that optimal source distri-
bution ~OSD! systems for cross-talk cancellation have been
developed on a similar theoretical basis about conditioning
for a system including only two sources and two reproduc-
tion points~Takeuchiet al., 2002; Wardet al., 1999!.

The computedZ(m) condition numbers are introduced in
Fig. 20 for various configurations in free field and in-room.
The small sensor array refers to the one of Fig. 2. The large
sensor array refers to a larger~333-m! square centered sen-
sor array again including 81 sensors. Source positions are
kept identical to Fig. 12, except for one case with random

FIG. 19. Condition number of@Z(m)HZ(m)1gI # @see the configurations in
Figs. 2, 14~d!, and 12#.

FIG. 20. Condition number ofZ(m) for various configurations~physical
situation, the source configuration, and the sensor configuration!. ‘‘Normal’’
refers to source position of Fig. 2. ‘‘Random’’ refers to source position of
Fig. 2 with an additional60.1-m randomization along the three axes.
‘‘Small’’ refers to sensor positions of Fig. 2, while ‘‘large’’ refers to a larger
~333-m! array with 81 sensors.
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variations of the source positions limited to60.1 m along
the three axes. As introduced earlier, an admittance ratio of
b50.0651 is used in ‘‘normal’’ reverberation (T60'0.28 s)
conditions~following the AES requirements!, and an admit-
tance ratio ofb50.0059 (T60'2.8 s) is used to evaluate the
effect of less room absorption. All the correspondingJM

minimization results are shown in Figs. 21 and 22 for an
image field defined by a spherical wave originating fromxo

5@22,22,1.2#T expressed in meters.
In all cases of Fig. 20, the condition number decreases

with increasing frequency. This is caused by source and sen-
sor separation distance in relation with decreasing wave-
length. At low frequency, where the spatial variation of the
sound pressure is small over the source and sensor arrays, the
elements ofZ(m) tend to be identical and the transfer imped-
ance matrixZ(m) tends to be singular~hence presenting a
more important condition number!. This also explains the
better conditioning associated with the large sensor array,
that can more effectively observe longer wavelengths with-
out the apparition of similar elements or linearly dependent
lines or rows in the matrixZ(m).

For both free-field and in-room situations, the slightly
randomized source positions imply a better conditioning than
the straightforward rectangular symmetrical array. Such al-
teration effectively breaks the potential symmetry and in-
creases the differences betweenZ(m) elements and, conse-
quently, reduces theZ(m) condition number and avoids a
singular characteristic.

Let us now investigate the effect of the reproduction
space on the condition number as function of frequency.
From Fig. 20, the room situation with a shorter reverberation
time shows a better conditioning than both the free-field situ-
ation and the longer reverberation room situation.~This is for
the same source and receiver positions.! Consequently, al-
though ELS variation for various reverberation times were
nearly unnoticeable in Fig. 13 using optimal control ap-
proach, theZ(m) condition number increases when reverbera-
tion time is increased toT6052.8 s. This suggests that, al-
though active control of sound may, in one unique operation,

synthesize a wave field and overcome the room’s natural
dynamics, a less reflective environment, such as the one
based on AES recommendations, is favorable in terms of
conditioning and robustness of the inverse problemq
5Z(m)21

p(rep). Hence, a more damped room, that is with a
shorter reverberation time, will ensure less importantqopt

variation for a givenp(im) variation.
The previous observation that suggests that the in-room

case~with T6050.28 s) is better conditioned than the free-
field case may seem surprising at first glance. In fact, the
major conditioning difference between free-field and in-room
situations arises from free-field and in-room model differ-
ences. For the free-field model, a given frequency corre-
sponds to a single acoustic wavelength, while the room
model implies a modal expansion of the Green’s function.
Recalling that each mode has its own eigenvalue and corre-
sponding wavelengths along axes, each mode present in the
response will contribute differently toZ(m) at a given fre-
quency. The contribution of higher order modes in the room
response therefore implies more differences in theZ(m) co-
efficients, and ultimately a better conditioning of the prob-
lem. Even whenZ(m) is computed at low frequencies or for
modal-dominated responses, such higher modes introduce a
little regularization of the matrix which drastically improves
the matrix conditioning.

Again from Fig. 20, the best conditioning situation is
obtained for the large sensor array with rectangular source
array in-room. However, such a sparse sensor array may re-
duce the upper-frequency effective limit which is, as seen
previously, dictated by effective spatial sampling by the sen-
sor array. Moreover, Figs. 21 and 22 show that both free-field
and in-room situations including a large sensor array are as-
sociated with the largest source strengths and reproduction
errors for spherical wave reproduction. However, in all cases
introduced in Figs. 21 and 22,ELS is still below 0.5. For
these reasons, the most well-conditioned system may not
suggest an ideal configuration. However, it is clear, from
previous allegations about conditioning, that a broken sym-
metry and a reduced reverberation time will provide a better
conditioned system which should be favored for practical
applications.

Since these conditioning considerations have been for-

FIG. 22. uqoptu values for the various cases presented in Fig. 20.
FIG. 21. ELS values for the various cases presented in Fig. 20 while repro-
ducing a spherical wave originating fromxo5@22,22,1.2#T expressed in
meters.
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mulated for the transfer impedance matrixZ(m), the remarks
apply to a broader range of problems such as optimal control
of noise and inverse problems in acoustics, since the usage of
such transfer impedance matrix likeZ(m) is common to those
problems. Moreover, even within a sound-reproduction con-
text which is not based on optimal control, the conditioning
observations give interesting insight into the relation be-
tween source strengths and reproduced pressure variations.

IV. DISCUSSION

From a practical perspective, loudspeakers can be rela-
tively inexpensive, allowing their liberal use in multiple-
loudspeaker arrays. On the other hand, a microphone array,
such as the one introduced in Fig. 2 or 17, gives no practical
advantages to an audience, and its physical presence may
even be questionable in comparison with multiple-channel
open-loop systems such as WFS. Indeed, one should con-
sider that any attempt to introduce more complex reproduc-
tion systems~including more sources and, in this case, a
supplementary set of sensors! in a real situation will have to
overcome some resistance attributable to the nonpractical na-
ture of a supplementary device located in the reproduction
space intended for entertainment or virtual reality purposes.
However, substantial benefits of the sensor array and active
control are closely related to closed-loop and adaptive archi-
tectures for wave-field reproduction and room dynamics
compensation as shown in Sec. III C. Moreover, the adaptive
nature of a typical active control system implies that source
~loudspeaker! frequency responses may not be perfectly
matched since adaptive filter design will compensate for
such discrepancies. This argument again points to the useful-
ness of sensors array in contrast with other open-loop sys-
tems. In this paragraph we briefly introduced the subtle and
touchy compromise between high-fidelity objective repro-
duction and more practical and less critical applications. A
compromise is needed which is a key factor for any further
practical developments and which may suggest few different
practical approaches to this problem.

A first type of method would thus be a straightforward,
direct application of optimal control as simulated in this pa-
per, that is providing the optimal control of sound-field re-
production on-line. Alternatively, one can think of optimal
control including a sensor array as a setup procedure, that is,
working off-line. In the latter case, a database of both pos-
sible virtual source positions and types may have to be
stored. This database should also include the complete set of
corresponding filters which would have been identified by
means of adaptive signal processing, consistent with the op-
timal control theoretical analysis. Such a setup procedure
could thus rapidly become a tedious one and may conse-
quently be not so interesting in comparison with on-line ap-
plications. Moreover, the off-line application may introduce
serious errors which come from the weakly time-variant
acoustical nature of a room~Hatziantoniouet al., 2004!. In
either the on-line or off-line case, the here-introduced obser-
vations and conclusions are still valid, except again for the
remark about the nature of room acoustics, which may
slightly change with time~Hatziantoniouet al., 2004!.

Considerations and decisions regarding the merits of on-
line versus off-line solutions could be both further investi-
gated and clarified in any corresponding practical studies.

From an adaptive active control viewpoint, the system
includes a large number of inputs and outputs and may con-
sequently become a computational burden, even for a 1.5-
kHz frequency range. On the other hand, depending on the
controller architecture and adaptation scheme~Elliott, 2001!,
some reduction in computation time can be achieved. If
some practical aspects of current audio systems and sound
control technology are taken into account, a reduced number
of sensors should be considered in subsequent simulations
and research.

In spite of this, the introduced configurations and the
associated physical model have been used for investigation
purposes, because they give indications about the physical
possibility of creating a wave field~spherical or planar! in a
given horizontal region with various closed-loop reproduc-
tion systems. These simple simulations have in fact revealed
that it is possible to reproduce a progressive wavefront in a
closed reflective environment, thus from a set of room
modes, in a least-square sense.

Most of the presented simulations have been interpreted
from an active control viewpoint, assuming an adaptive con-
troller such as feedforward system with effort penalty. The
simulations and results can also be considered from the in-
verse problem perspective. From this viewpoint, the ques-
tions are, is it physically possible to recreate a given wave
field with a given set of sources, and what mechanisms are
involved? As a response, the wave fields can be constructed,
in the least-square sense, by a set of simple sources with
source strengths totally different than WFS source strengths
in a room situation. Some sources that are inactive in WFS
are now active in the optimal control approach and may pos-
sibly perform power absorption. This suggests the need for
WFS modifications in reflective environments.@See Spors
et al. ~2003! as an example of practical implementation.#

V. CONCLUSION

Active control techniques can be applied to sound-field
reproduction with satisfactory quantitative reproduction re-
sults achieved in a room and in a free field. These methods
provide more accurate sound-field reproduction than a stan-
dard open-loop WFS system operating in a room. Such ben-
efits are related to source power absorption and compensa-
tion of room dynamics in a reflective environment.
Moreover, the simulations show that all reproduction sources
are active in the optimal control approach, thus suggesting a
need for modifications of the standard WFS operators. It is
also demonstrated that active sound control can simulta-
neously perform wave-field reproduction and room compen-
sation in a unique error minimization task.

Other relevant conclusions are related to spatial aliasing
and special sensor configuration. It has been shown that spa-
tial aliasing in optimal control is dictated by sensor spacing
in the case of a dense enough sensor array away from the
sources, while it is source density which dominates spatial
aliasing for WFS~Verheijen, 1997; Nicolet al., 1999!. For
this reason, optimal control may be more interesting since a
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dense microphone array is practically more convenient than
a dense source array. However, one has to reduce the quan-
tity of sensors for practical applications. Again from a prac-
tical viewpoint, an interesting configuration of sensors,
namely a sensor layer around a listening area, provides sat-
isfactory sound-field reproduction inside the array while
keeping the listening region free of any sensors. Such a con-
figuration, which implies pressure and pressure gradient re-
construction on a surrounding line, constitutes a conceptual
link between active control and WFS. In this paper, the sur-
rounding sensor configuration has not been optimized for all
possible situations. Further research should address this
point, since the sensor array introduced here is not perform-
ing sound-field reproduction in a room.

Other conclusions have been drawn on the conditioning
of the reproduction system including sources, reproduction
situation, and sensors. The results suggest that a large sensor
area, a slightly randomized source positioning, and reproduc-
tion in closed space are favorable in terms of the problem
conditioning. On the other hand, some well-conditioned con-
figurations, like the large sensor area, imply larger reproduc-
tion errors. The introduction of a regularization parameter at
this stage of the study suggests the needs for proper effort
penalty consideration in any following practical work.

Future work should be devoted to control architecture,
practical prototyping, and further objective evaluation of the
suggested technique.

ACKNOWLEDGMENTS

This work has been supported by NSERC~Natural Sci-
ences and Engineering Research Council of Canada!,
FQRNT ~Fond Que´becois de la Recherche sur la Nature et
les Technologies!, VRQ ~Valorisation Recherche Que´bec!,
and Universite´ de Sherbrooke.

1The historical origin of what is called wave-field synthesis in its current
symbolism and formulation is attributable to Berkhout, although some de-
scriptions and ideas—such as the ones introduced by Steinberg~Rumsey,
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This work presents a theoretical study of the sound transmission into a finite cylinder under coupled
structural and acoustic vibration. Particular attention of this study is focused on evaluating a
dimensionless quantity, ‘‘noise reduction,’’ for characterizing noise transmission into a small
cylindrical enclosure. An analytical expression of the exterior sound pressure resulting from an
oblique plane wave impinging upon the cylindrical shell is first presented, which is approximated
from the exterior sound pressure for an infinite cylindrical structure. Next, the analytical solution of
the interior sound pressure is computed using modal-interaction theory for the coupled structural
acoustic system. These results are then used to derive the analytical formula for the noise reduction.
Finally, the model is used to predict and characterize the sound transmission into a ChamberCore
cylindrical structure, and the results are compared with experimental data. The effects of incidence
angle and internal acoustic damping on the sound transmission into the cylinder are also
parametrically studied. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1828652#
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I. INTRODUCTION

Thin composite cylindrical structures play an important
role in the aerospace industry due to their lighter weight,
higher strength, and larger stiffness when compared to their
aluminum or steel counterparts.1–5 Unfortunately, the noise
transmission into such cylindrical enclosures is worse be-
cause of the light nature of composites.1–4 As part of a noise
transmission study for composite structures, a theoretical
model to characterize the noise transmission into finite thin-
wall cylindrical structures is developed.1

The problem of sound transmission through infinite, ho-
mogeneous, isotropic thin cylindrical structures has been in-
vestigated in some detail by several researchers. Tanget al.
studied an infinite cylindrical sandwich shell with honey-
comb core.6,7 A simplified analysis of sound transmission
through a finite, closed cylindrical shell was first proposed
by White,8 while the sound radiation into the acoustic cavity
enclosed by a finite cylindrical shell with end plates was
studied by Cheng.9 Tso and Hansen derived a coupling loss
factor for a cylindrical/plate structure using statistical energy
analysis.10 Their method, however, does not work well at low
frequencies and further could not show the effects on sound
transmission of the cavity resonances. Koval first presented a
mathematical ‘‘noise reduction’’~NR! model to account for
the effects of cavity resonances on sound transmission into a
thin cylindrical shell.11 In his model, the axial modes of the
cylindrical cavity are neglected, because both the cylindrical
shell and the internal acoustic cavity are considered to be
infinite in length. Actually, both structural and acoustic axial
modes of a finite cylindrical structure are experimentally
found to be very important modes for noise control in low
frequencies.1,4,12Gardonio, Ferguson, and Fahy presented an

expression of NR to characterize unit amplitude external in-
cident sound transmission through a finite cylindrical shell.13

However, the external sound pressure in their definition is
considered to equate the incident, unit amplitude sound, and
the effects of scattering sound from the cylindrical shell on
the external sound field are ignored. Este`ve and Johnson in-
cluded axial acoustic modes in a cylindrical model that pre-
dicted the performance of passive control schemes through
the prediction of acoustic potential energy.14

This work presents a theoretical study of the sound
transmission into a finite cylinder under coupled structural
and acoustic vibration. The proposed model includes internal
acoustic axial modes. Particular attention of this study is fo-
cused on evaluating a dimensionless quantity, noise reduc-
tion, for characterizing noise transmission into a small cylin-
drical enclosure. The paper is arranged as the follows.
Section II presents the theoretical developments, which in-
clude analytical expressions of exterior and interior sound
pressure for the finite cylindrical structure and the revisions
to the definition of noise reduction. In Sec. III a numerical
simulation for characterizing noise transmission into a
ChamberCore cylinder is performed, which is accompanied
by a comparison of analytical and experimental results.
Some conclusions are given in the final section.

II. THEORY

The physics of the problem under study is described as
follows: ~1! an incident sound wave impinges upon the sur-
face of a finite, cylindrical structure causing vibration of the
shell; ~2! the shell vibration induces sound-pressure fluctua-
tions including scattering and radiation pressures;~3! the ra-
diated pressure to the interior excites vibration of the air
inside the cylinder; and~4! the noise of the interior cavity in
turn interacts with the structure to affect the structural vibra-
tion and creates the coupled vibration. The purpose of thisa!Author to whom correspondence should be addressed.

679J. Acoust. Soc. Am. 117 (2), February 2005 0001-4966/2005/117(2)/679/11/$22.50 © 2005 Acoustical Society of America



section is to find an analytical solution to describe the exte-
rior and interior sound pressure of the cylinder under sound
wave incident.

The calculation of exterior pressure over the outside
shell is a near-field problem, which is difficult to analytically
solve for a finite, elastic, cylindrical shell.15 In this study, the
near-field pressure of an infinite elastic cylindrical shell is
used to approximate that of the finite one. The internal
sound-pressure field is solved by means of the coupled struc-
tural and acoustic vibration under the input of the solved
external pressure.13,16–18 In order to simplify analysis, the
impinging wave is selected to be an oblique plane wave, and
time-dependent variables are assumed to be harmonic. The
solutions of external and internal pressures are presented in
the following sections.

A. Exterior pressure of an infinite elastic cylindrical
shell

The specific problem studied is shown in Fig. 1. Con-
sider an oblique plane wave impinging upon an infinite thin
cylindrical shell approaching from the radial plane~f5p!.
The density of the fluid and the speeds of sound arer1 , c1 ,
andr2 , c2 , in the external and internal media, respectively.
In the analysis of exterior pressure field, all waves will be
assumed to have the same dependence on the axial coordi-
natez.

The incident plane sound wave can be represented as

pi~x,z,t !5Pie
j ~vt2k1xx2k1zz!, ~1!

wherePi is the amplitude of incident sound pressure,k1x and
k1z are thex component andz component of the wave num-
ber, respectively, and are computed from

H k1x5k1 cosu
k1z5k1 sinu , ~2!

where k15v/c1 is the wave number in the external fluid
medium, andu is the incident angle. The expansion of Eq.
~1! into a cylindrical coordinate system gives11,15,19

pi~x,z,t !5Pie
j ~vt2k1zz! (

m50

`

«m~2 j !mJm~k1r r !cosmf,

~3!

whereJm is the Bessel function of the first kind of integer
orderm, k1r5k1x the radial component of the wave number,
and«m the Neumann factor given by

«m5H 1 ~m50!

2 ~m>1
. ~4!

The total exterior sound-pressure field of the infinite cy-
lindrical structure can be written as

pext5pi1pse, ~5!

wherepext is the exterior pressure,pi the incident pressure,
pse the scattered pressure by the elastic shell, which contains
two parts

pse5ps`1pre , ~6!

whereps` is the scattered pressure by a rigid cylinder with
infinite acoustic impedance, andpre is the pressure radiated
by an elastic cylindrical shell. The general result of sound
radiation from a vibrating structure is presented in the next
section.

B. Radiation of a vibrating cylindrical shell

Assuming that an elastic cylindrical shell is vibrating
with a surface-harmonic acceleration distributionẅ(r
5a,f,z,t), which can be expanded into a Fourier series
as11,15,19

ẅ~r 5a,f,z,t !5e2 jk1zz (
m50

`

Ẅm~ t !cos~mf!, ~7!

wherea is the radius of the midsurface,k1z thez components
of the wave number given by Eq.~2!, andẄm(t) the time-
dependent part of the acceleration. Only the configuration in
even f is considered in Eq.~7!. If the f axis cannot be
oriented to be consistent with this configuration, then a sine
series is required using the same procedure presented here.

In a linear sound field without loss, the pressure~p! and
the particle velocity (ū) satisfy wave equation15

¹̄p52r
]ū

]t
. ~8!

The boundary condition where the fluid meets the structure is
governed in the normal direction by

]p~r ,f,z,t !

]r U
r 5a

52rẅ~r 5a,f,z,t !, ~9!

whereẅ(r 5a,f,z,t) is the fluid particle acceleration of the
boundary. Note that the fluid particle vibration uses the same
symbol as the shell vibration because it equates the shell
vibration at structure–fluid boundaries. In order to satisfy the
boundary condition, the radiation pressure field is therefore
expressed as the series11,15

pr~r ,f,z,t !5e2 jk1zz (
m50

`

Pm~ t !Hm
~2!~k1r r !cos~mf!,

~10!

where Hm
(2) is a Hankel function of the second kind ofm

order. Substituting Eqs.~10! and~7! into ~9!, the coefficients
Pm(t) are solved from

FIG. 1. Geometry and incident wave of an infinite cylindrical structure.
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Pm~ t !52
r1Ẅm~ t !

k1rHm
~2!8~k1ra!

, ~11!

where~ !8 denotes the spatial derivative. The radiation pres-
sure field is thus found to be

pr~r ,f,z,t !52e2 jk1zz
r1

k1r
(

m50

`
Ẅm~ t !

Hm
~2!8~k1ra!

3Hm
~2!~k1r r !cos~mf!. ~12!

BecauseWm(t) is time harmonic, the surface pressure ob-
tained from Eq.~12! can be written in terms of modal-
specific acoustic impedance,zm , as15

pr~r 5a,f,z,t !5e2 jk1zz (
m50

`

Ẇm~ t !zm cos~mf!, ~13!

where

Ẇm~ t !52
jẄm~ t !

v
, ~14!

zm52
j vr1Hm

~2!~k1ra!

k1rHm
~2!8~k1ra!

. ~15!

The scattered pressure from an infinite rigid and elastic
cylindrical shell is solved in the next two sections using the
results of this subsection.

C. Scattering from an infinite rigid cylindrical shell

When the boundary is rigid and there is no loss of air,
the resultant particle acceleration at the boundary must have
a zero component along the normal direction to the boundary

ẅs`~r 5a,f,z,t !1ẅi~r 5a,f,z,t !50, ~16!

whereẅs`(r 5a,f,z,t) is the scattered fluid particle accel-
eration at boundary (r 5a), which is equal to the normal
rigid surface acceleration, andẅi(r 5a,f,z,t) the normal
incident fluid particle acceleration at the boundary, which is
given by wave equation~8! or boundary condition Eq.~9!

ẅi~r 5a,f,z,t !52
1

r1

]pi~r ,f,z,t !

]r U
r 5a

. ~17!

Combining Eqs.~3!, ~16!, and ~17!, the rigid surface accel-
eration is obtained as

ẅs`~r 5a,f,z,t !

5Pi~ t !e2 jk1zz
k1r

r1
(

m50

`

«m~2 j !mJm8 ~k1ra!cosmf, ~18!

where«m is the Neumann factor given by Eq.~4!. Compar-
ing Eq. ~18! with Eq. ~7!, the coefficientẄs`,m(t) is solved
for

Ẅs`,m~ t !5Pi~ t !
k1r

r1
«m~2 j !mJm8 ~k1ra!. ~19!

Substituting Eq.~19! into Eq. ~12!, the scattered pressure
from an infinite rigid cylindrical shell is obtained as

ps`~r ,f,z,t !5Pi~ t !e2 jk1zz (
m50

`

«m~2 j !mAm

3Hm
~2!~k1r r !cos~mf!, ~20!

where

Am52
Jm8 ~k1ra!

Hm
~2!8~k1ra!

. ~21!

The resultant pressure on the cylindrical surface required
by analyzing the scattering action of elastic cylindrical shells
is the sum of the incident and scattered waves of the rigid
cylinder (p5pi1ps`). Considering the following relation:1

Jm~x!Hm
~2!8~x!2Jm8 ~x!Hm

~2!~x!52 j
2

px
, ~22!

the resultant pressure is calculated from

p~r 5a,f,z,t !

5
2Pi~ t !

pak1r
e2 jk1zz (

m50

`

«m~2 j !m11
1

Hm
~2!8~k1ra!

cos~mf!.

~23!

D. Scattering from an infinite elastic cylindrical shell

The normal response of the elastic cylindrical shell un-
der the influence of (p5pi1ps`) can be expressed in terms
of modal mechanical and acoustic impedance as15

ẇ~r 5a,f,z,t !5e2 jk1zz (
m50

`
Pm~ t !

zm1Zm
cos~mf!, ~24!

wherePm(t) can be obtained from Eq.~23! as

Pm~ t !5
2Pi~ t !

pak1rHm
~2!8~k1ra!

«m~2 j !m11, ~25!

andzm is the modal-specific acoustic impedance, and can be
obtained from Eq.~15!, Zm is the modal mechanical imped-
ance, and can be determined from Donnell–Mushtari equa-
tions with Flügge modifying constants20 under the absence of
fluid loading inside cylinder, which leads to the expression in
the form15

Zm5 j
cprsh

a

@V22~Vm
~1!!2#@V22~Vm

~2!!2#

V~V22m2!
, ~26!

where rs is the volume density of the shell material,cp

5AE/rp(12m2) is the speed of sound propagating in the
shell,a is the radius of midsurface,h is the thickness of the
shell, V5va/cp is a dimensionless frequency parameter,
Vm

(1) , andVm
(2) are the resonance frequencies of a thin cy-

lindrical shell without axial components of displacement,
and they are defined as15

Vm
~1!5 1

2@11m21bm42A~11m21bm4!224bm6#,
~27!

Vm
~2!5 1

2@11m21bm41A~11m21bm4!224bm6#,
~28!
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whereb5h2/12a2 is a dimensionless constant.
The coefficients of the surface-harmonic acceleration

distribution can be obtained from Eq.~24!

Ẅm~ t !5
j vPm~ t !

zm1Zm
. ~29!

Substituting Eq.~29! into Eq.~12!, the radiation pressure
from the infinite elastic cylindrical shell is

pre~r ,f,z,t !5Pi~ t !e2 jk1zz (
m50

`

«m~2 j !mBm

3Hm
~2!~k1r r !cos~mf!, ~30!

where

Bm52
2r1v

pak1r
2 ~zm1Zm!@Hm

~2!8~k1ra!#2
. ~31!

Finally, the external pressure of the infinite elastic cylin-
drical shell is computed from

pext~r ,f,z,t !5pi~r ,f,z,t !1ps`~r ,f,z,t !1pre~r ,f,z,t !.
~32!

Substituting Eqs.~3!, ~20!, and~30! into Eq. ~32! yields

pext~r ,f,z,t !5Pi~ t !e2 jk1zz (
m50

`

«m~2 j !m@Jm~k1r r !

1CmHm
~2!~k1r r !#cos~mf!, ~33!

whereCm5Am1Bm , andAm andBm are given by Eqs.~21!
and ~31!, respectively.

When the incident pressure is time harmonic, i.e.Pi(t)
5Pie

j vt, the external pressure over the infinite flexible cy-
lindrical shell is

pext~r 5a,f,z,t !5Pie
j vt2 jk1zz (

m50

`

«m~2 j !m@Jm~k1ra!

1CmHm
~2!~k1ra!#cos~mf!, ~34!

where Pi is the magnitude of incident pressure. This con-
cludes the derivation for the external pressure field.

E. Interior pressure of a finite elastic cylindrical shell

It is assumed that the end caps of the finite cylindrical
structure are rigid, so that only the radial motion of the cy-
lindrical shell excites the acoustic cavity~see Fig. 2!. The
modal-interaction approach13,16–18 is used to calculate the
sound pressure inside the cavity under the excitation of ex-
ternal pressure which is approximated by the one obtained
from the infinite cylindrical shell@see Eq.~34!#. Only the
even f configuration is considered. Note that either odd
@sin(mf) modes# or even@cos(mf) modes# can be chosen,
since thef50 deg direction is arbitrary.

For a simply supported cylindrical structure without
axial constraint, the harmonic radial displacement of the
shell, subject to external pressure excitation, is described as a
linear combination of thein vacuonormal modes as

w~r 5a,f,z,t !5 (
o50

`

(
q51

`

Woq~ t !Foq~f,z!, ~35!

whereo is the number of circumferential waves in the struc-
tural mode shapes, andq is the number of longitudinal half-
waves in the structural mode shapes. Thein vacuostructural
normal mode shapes can be written as21

Foq~f,z!5cos~of!sinS q
p

L
zD , ~36!

whereL is the length of the finite cylindrical shell. The natu-
ral frequencies for simply supported closed thin shells can be
obtained from Leissa’s book.21

The modal equation for the structure can then be derived
by taking advantage of the orthogonal properties of the mode
shapes as16

Ẅoq~ t !12joq
s voq

s Ẇoq~ t !1~voq
s !2Woq~ t !

5
S

Moq
(

l ,m,n50

`

Plmn~ t !Doq,lmn1
poq~ t !

Moq
, ~37!

where the superscripts denotes ‘‘structure.’’ In the right-hand
side of Eq.~37!, the first term is the cavity fluid loading, and
the second term is the external distributed input, where Moq

is modal mass of the structure,Doq,lmn is the dimensionless
structural–acoustic coupling coefficient,poq(t) is the modal
force from the external pressure field,Plmn(t) is the time-
dependent portion of the interior pressure,l, m, andn are the
number of radial nodes, diametric nodes, and longitudinal
nodes in acoustic cavity mode shapes, respectively, andS
52paL is the area of the midsurface of the cylindrical shell.
Moq , Doq,lmn , andpoq(t) are given by the following equa-
tions, respectively:

Moq5E
S
msFoq

2 ~f,z!dS, ~38!

Doq,lmn5
1

SES
Foq~f,z!C lmn~r 5a,f,z!dS, ~39!

poq~ t !5E
S
pext~r 5a,f,z,t !Foq~f,z!dS5Pie

j vtEoq ,

~40!

FIG. 2. Geometry and incident wave of a finite cylindrical structure.
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where the structural mode shapesFoq are given by Eq.~36!, C lmn are the acoustic mode shapes, which are defined by Eq.
~46!, and the pressurepext is given by Eq.~34!. For a uniform cylindrical shell with surface densityms , coefficients Moq ,
Doq,lmn , andEop become

Moq5
1

«o
msLap, ~41!

Doq,lmn5H aL

S«m
Jm~klma!F12cos~q1n!p

q1n
1

12cos~q2n!p

q2n G , ~o5m and qÞn!

0, otherwise

, ~42!

Eoq55
~2 j !o11aLp@Jo~k1ra!1CoHo

~2!~k1ra!#, S k1z5q
p

L D
~2 j !oaLp@Jo~k1ra!1CoHo

~2!~k1ra!#H F2cos~k1zL1qp!11

k1zL1qp
1

cos~k1zL2qp!21

k1zL2qp G
1 j Fsin~k1zL1qp!

k1zL1qp
2

sin~k1zL2qp!

k1zL2qp G J , otherwise

~43!

where«o and«m are the Neumann factor given by Eq.~4!.
If the cavity fluid loading is neglected, Eq.~37! becomes

Ẅoq~ t !12joq
s voq

s Ẇoq~ t !1~voq
s !2Woq~ t !5

PiEoq

Moq
ej vt.

~44!

The effects on the noise transmission into the cylinder
due to ignoring cavity fluid loading will be discussed in Sec.
III through comparing analytical and experimental results.
Next, the cylindrical cavity acoustic effects induced by the
elastic shell vibration are studied. The acoustic pressure in
the cavity can be expressed as a linear combination of the
rigid-wall acoustic cavity modes

p~r ,f,z,t !5 (
l ,m,n50

`

Plmn~ t !C lmn~r ,f,z!. ~45!

The cylindrical acoustic cavity mode shapes are21

C lmn~r ,f,z!5Jm~klmr !cos~mf!cosS n
p

L
zD . ~46!

Note thatl, m, andn cannot be zero at the same time, be-
cause the static pressure mode~0,0,0! is not considered in

this study. klm is solved from Jlm8 (klmr )ur 5a50, and the
acoustic natural frequencies are obtained fromv lmn

f

5c2Aklm
2 1(np/L)2, where the superscriptf denotes

‘‘fluid.’’
Invoking the orthogonality condition for mode shapes

and considering the damping term, the modal equation for
the acoustic system is written as16

P̈lmn~ t !12j lmn
f v lmn

f Ṗlmn~ t !1~v lmn
f !2Plmn~ t !

52
r2c2

2S

Vlmn
(

o50,q51

`

Ẅoq~ t !Doq,lmn , ~47!

whereVlmn is the modal volume, and is calculated by

Vlmn5E
V
C lmn

2 ~r ,f,z!dV, ~48!

whereV is the acoustic cavity volume. For a cylindrical cav-
ity with lengthL and midsurface radiusa, the modal volume
is computed from

Vlmn5H pa2L

2
, l 5m50,nP@1,̀ !

pa2L

«m«n
H @Jm8 ~klma!#21F12S m

klmaD 2G@Jm~klma!#2J , otherwise

. ~49!

Because all time-dependent variables are assumed to be
time harmonic, the displacement and pressure are expressed
as Woq(t)5Woqe

j vt and Plmn(t)5Plmne
j vt. Solving Eqs.

~44! and ~47! for the modal pressure distribution,Plmn(t),
yields

Plmn~ t !5Pie
j vt

Flmn~v!

@2v21 j 2j lmn
f v lmn

f v1~v lmn
f !2#Vlmn

,

~50!

where
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Flmn~v!5r2c2
2S

3 (
o50,q51

` F EoqDoq,lmn

H F S voq
s

v D 2

21G1 j 2joq
s

voq
s

v J Moq
G .

~51!

Substituting Eq.~50! into Eq.~45!, the internal pressure field
is

pint~r ,f,z,t !

5Pie
j vt (

l ,m,n50

`
Flmn~v!

@2v21 j 2j lmn
f v lmn

f v1~v lmn
f !2#Vlmn

3C lmn~r ,f,z!. ~52!

The structural dampingjs and fluid medium dampingj f in
Eq. ~52! are determined by experimental modal iden-
tification.1

In order to derive an analytical solution for the noise
reduction of the finite cylindrical structure, the modal pres-
sure (Plmn) is re-expressed as1

Plmn~ t !5Pie
j vt~Glmn

R 1 jGlmn
I !, ~53!

whereGlmn
R andGlmn

I are the real part and imaginary part of

~Flmn~v!/@2v21 j 2j lmn
f v lmn

f v1~v lmn
f !2#Vlmn!,

respectively.1 Then, the internal pressure field is rewritten as

pint~r ,f,z,t !5Pie
j vt (

l ,m,n50

`

~Glmn
R 1 jGlmn

I !C lmn~r ,f,z!.

~54!

Equations~34! and ~54! are used in the calculation of
noise reduction in the next section.

F. Noise reduction

The definition of transmission loss~TL! for an infinite
flat panel assumes that the transmitted sound is totally ab-
sorbed, and only inward-propagating waves exist. However,

the problem under consideration differs from the infinite flat
panel, not only because of its finite dimension, but also be-
cause of the effects of internal acoustic cavity resonances in
the closed cylindrical shell. Hence, it is not possible to define
a transmission loss as is done for flat panels. For measure-
ment of the sound transmission through cylindrical shells,
Holmer and Heymann22 defined the sound power transmis-
sion coefficient to be equal to the ratio of power radiated per
unit surface area of the shell to the power passing axially
through a unit area of cross section. In other
references,11,13,23–25researchers suggested using the noise re-
duction instead of calculating TL, which was equal to the
ratio of the outer time- and surface-averaged mean-square
pressure and inner time- and volume-averaged mean-square
pressure. In this study, the revised noise reduction for char-
acterizing broadband sound transmission into a finite cylin-
drical structure is defined~where the external! surface-
averaged mean-square pressure is used

NR52 log10

^pint
2 ~r ,f,z,t !&

^pext
2 ~r ,f,z,t !&

, ~55!

where ^p2(r ,f,z,t)& is the mean-square pressure of
p(r ,f,z,t) averaged over the midsurface areaS, and a time
period,T. It is defined as

^p2~r ,f,z,t !&5
1

STES
E

T
p~r ,f,z,t !p* ~r ,f,z,t !dt dS,

~56!

where~ !* denotes the complex conjugate. For a cylindrical
shell, the expression ofdS in Eq. ~56! is dS5r df dz, and
the averaged mean-square external pressure is calculated
from

^pext
2 ~r ,f,z,t !&5Pi

2P~v!, ~57!

P~v!5 (
m50

`

«muJm~k1ra!1CmHm
~2!~k1ra!u2. ~58!

The averaged mean-square internal pressure is calculated
from

~59!

The integration of the ‘‘term 1’’ in Eq.~59! over the midsurface yields

E
S

(
l ,m,n50

`

@~Glmn
R !21~Glmn

I !2#C lmn
2 rdfdz

5aLp (
n51

`

@~G00n
R !21~G00n

I !2#1aLp (
l 50,m51,n50

`
1

«n
@~Glmn

R !21~Glmn
I !2#Jm

2 ~klma!12aLp (
l 51,m50,n50

`
1

«m«n
@~Glmn

R !2

1~Glmn
I !2#Jm

2 ~klma!. ~60!

The integration of the ‘‘term 2’’ in Eq.~59! over the midsurface yields
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E
S

(
l ,m,n,o50

oÞ l

`

~Glmn
R Gomn

R 1Glmn
I Gomn

I !C lmnComnrdfdz

5aLp (
n,o51

`

~G00n
R Go0n

R 1G00n
I Go0n

I !Jm~koma!1aLp (
o50,oÞ l

`

(
l 50,m51,n50

`
1

«n
~Glmn

R Gomn
R 1Glmn

I Gomn
I !

3Jm~klma!Jm~koma!12aLp (
o50,oÞ l

`

(
l 51,m50,n50

`
1

«m«n
~Glmn

R Gomn
R 1Glmn

I Gomn
I !Jm~klma!Jm~koma!. ~61!

Substituting Eqs.~60! and ~61! andS52paL into ~59! yields

^pint
2 ~r ,f,z,t !&5Pi

2Q~v!, ~62!

where

Q~v!5
1

2 (
n51

`

@~G00n
R !21~G00n

I !2#1
1

2 (
l 50,m51,n50

`
1

«n
@~Glmn

R !21~Glmn
I !2#Jm

2 ~klma!1 (
l 51,m50,n50

`
1

«m«n
@~Glmn

R !2

1~Glmn
I !2#Jm

2 ~klma!1
1

2 (
n,o51

`

~G00n
R Go0n

R 1G00n
I Go0n

I !Jm~koma!1
1

2 (
o50,oÞ l

`

(
l 50,m51,n50

`
1

«n
~Glmn

R Gomn
R

1Glmn
I Gomn

I !Jm~klma!Jm~koma!1 (
o50,oÞ l

`

(
l 51,m50,n50

`
1

«m«n
~Glmn

R Gomn
R 1Glmn

I Gomn
I !Jm~klma!Jm~koma!. ~63!

Substituting Eqs.~57! and ~62! into Eq. ~55!, the ana-
lytical formula for the calculation of noise reduction is ob-
tained as

NR5210 log10

Q~v!

P~v!
. ~64!

The NR into a cylindrical structure under a plane wave
impinging with an incident angle,u, is only a function of
frequency since the time variable disappeared from the inte-
grations~as does spatial dependence!, and the amplitude of
incident plane wave was also canceled during the calculation
of the internal and external mean-square pressure ratio. Note
that the noise reduction given by Eq.~64! is only used to
characterize the noise transmission into a finite, thin, cylin-
drical enclosure with two rigid ends, and also note that the
equations are derived with the internal fluid loading ignored
~assumed to be light! and with an oblique plane incident
wave.

The definition of NR proposed in this paper is more
similar to TL than previous definitions, and it is more ame-
nable to comparing with experimental measurements. While
only the radiation is considered in the transmitted wave for
the TL, in the NR the transmitted sound includes both radia-
tion and the scattered waves inside the acoustic cavity. Note
that transmission loss and noise reduction are dimensionless
quantities that are typically expressed in decibels.

III. NUMERICAL SIMULATION

Numerical results from Eq.~64! have been generated for
the ChamberCore composite cylindrical shell with radiusa

5255 mm, effective thicknessh520.1 mm, and lengthL
5760 mm. The physical parameters of the composite mate-
rial have been homogenized and are Young’s modulusE
560 GPa, Poisson’s ratiom50.3, effective density of the
uniform shell isrs5315 kg/m3. The speed of sound and the
density of air inside and outside the cylindrical shell arec1

5c25346 m/s~at 75 °F! and r15r251.21 kg/m3. The ob-
lique incident plane wave is given by Eq.~1!, whereu530
deg. In order to simplify analysis, the acoustic damping ratio
was set to the same value for all modes and obtained by
averaging the measured results~0.28%!.1,12 The structural
damping ratio was also set to the same for all modes and
obtained by averaging the identification results~4.64%!.1,12

The maximum order of acoustic and structural modes is set

TABLE I. First ten acoustic cavity modes and their natural frequencies.

Mode
no.

Mode shape
order

( l ,m,n)

Analytical
frequency

~Hz!

1 001 228

2 010 398

3 002 455

4 011 458

5 012 604

6 020 660

7 003 683

8 021 698

9 013 790

10 022 801

685J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 D. Li and J. S. Vipperman: Noise transmission model for finite cylinders



to six per each index in the simulation for a total of 36
structural modes and 216 acoustic cavity modes. The analyti-
cal results for the first ten acoustic modes and natural fre-
quencies of the cavity formed by the closed cylindrical struc-
ture are listed in Table I.

Figure 3 shows the curves of the noise reduction given
by Eq. ~64! at u530 deg, with frequency range@0,3000# Hz
and a logarithmic abscissa. The first ten acoustic cavity reso-
nances are also indicated in the figure as dashed vertical
lines. From Fig. 3 it is observed that there are sharp dips at
all cavity resonances, which is consistent with previous ex-
perimental studies.1,3,4,12This phenomenon can be explained
by examining Eqs.~52! and ~55!. From Eq.~52!, there is a
peak in the interior pressure–frequency curve at each acous-
tic cavity resonance frequency (v lmn

f ), and these peaks be-
come dips in the NR curve by the definition of NR in Eq.
~55!. It is concluded that the cavity resonances significantly
reduce the noise reduction capability of the finite cylindrical
structure, dominating the NR at low frequencies and even
causing amplification~negative NR; also see Fig. 3! at 398,
455, and 458 Hz. From the figure it is also important to note
that the pure longitudinal modes that were neglected in pre-
vious models, i.e.~001! at 228 Hz,~002! at 455 Hz, and
~003! at 683 Hz, play a very important role in noise trans-
mission of low frequencies. The structural resonances do not
play a significant role in the NR results of Fig. 3 since they
are higher than 4000 Hz. Table II lists the predicted structural

resonance frequencies.21

Figure 4 shows the effects of varying the internal acous-
tic damping on the NR foru530 deg. The solid curve is the
NR curve with general acoustic damping ratio~0.28%!, and
the dashed curve is the NR curve with a ten-times increase in
the general acoustic damping ratio~2.8%!. From Fig. 4 it is
observed that when increasing internal acoustic damping ra-
tios the noise reduction obtains significant broadband im-
provement. Absorptive treatments would work well at pro-
viding increased damping at the higher frequencies, but not
at low frequencies.

Figure 5 shows the effects of the sound incidence angle,
u, on the NR. In the following, the mechanism of how the
incident angle affects the noise reduction is discussed in de-
tail based on the normal incident sound~u50 deg! case.
From Eq.~2! it can be observed that thex component of the
wave number isk1x5v/c, and thez component isk1z50
whenu50 deg. Equation~43! then simplifies to

Eoq55
~2 j !o11aLp@Jo~ka!1CoHo

~2!~ka!#, ~q50!

~2 j !o4aL@Jo~ka!1CoHo
~2!~ka!#

1

q
,

~q5odd number!

0, ~q5even number!

.

~65!

From Eqs.~42! and~65!, it is observed that when the acous-
tic cavity modes are purely axial~i.e., l 50, m50, and n
Þ0), the coupled structural and acoustic vibration loading in
Eq. ~51! becomes zero at these modes~i.e., EoqDoq,lmn50),
which will in turn cause the modal pressure, Eq.~51!, to be
zero @i.e., Flmn(v)50] at these modes. As a result, the
purely axial cavity modes have no contribution to the inter-
nal pressure in Eq.~52! when the sound wave impinges nor-
mally upon the cylindrical shell. As the incidence angle in-
creases, the extent of the contribution of the purely axial
acoustic modes to the internal modal pressure increases,
which in turn results in notches in the NR.. From inspecting

FIG. 3. Theoretical NR of a ChamberCore cylindrical
fairing ~u530°!.

TABLE II. First six structural modes and their natural frequencies.

Mode
no.

Mode shape
order
(o,q)

Analytical
frequency

~Hz!

1 21 4141

2 31 4410

3 11 5546

4 41 5577

5 32 5827

6 42 6336
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Fig. 5, it is observed that the incident angle creates a signifi-
cant influence on the NR at the vicinity of the resonance
frequencies of purely axial acoustic cavity modes~001 mode
at 228 Hz, 002 mode at 455 Hz, and 003 mode at 683 Hz!.

Figure 6 is a comparison of analytical@Fig. 6~a!# and
measured@Fig. 6~b!# results for the noise transmission into
the ChamberCore cylindrical structure. As indicated in the
legends of the figures, the analytical NR is calculated with a
plane wave impinging at an incident angle,u530 deg, while
the measured NR results are obtained in a approximately
diffuse field.1,3,4 The first ten acoustic cavity resonances are
also shown in Fig. 6 as dashed vertical lines.

The measured noise reduction is calculated by anin situ
method developed in previous studies.1,3,4,12First, the Cham-
berCore cylinder was installed in a diffuse sound field, and
the autospectrum signals were measured over the outside and
inside surface of the cylinder. Second, the noise reduction is
computed by

NR5210 log10

^pint
2 ~v!&

^pext
2 ~v!&

, ~66!

where^pext
2 (v)& is the mean-square external pressure spec-

trum averaged over the outside shell surface, and^pint
2 (v)&

is the mean-square internal pressure spectrum averaged over
the inside shell surface. Note that because the shell is thin,
both the internal and external areas are well approximated by
the midsurface area,S.

From Fig. 6 it is observed that the general trends of the
measured and analytical NR curves are very similar, while
the absolute values of NR at low frequencies~smaller than
200 Hz! and high frequencies~larger than 1500 Hz! have
some discrepancy. There are two main reasons for the differ-
ence between the experimental and analytical results. First,
the analytical NR was calculated for a plane wave with an
incident angle of~u530 deg!, while the experimental results

FIG. 4. Effects of the acoustic damping on NR~u530
deg!.

FIG. 5. Effects of the incident angle on NR.
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were measured in an approximately diffuse sound field. Sec-
ond, the effects of the internal fluid loading on the NR are
present in the experimental results, while the effects are ne-
glected in the analytical model in order to simplify the deri-
vation. The influence of the fluid loading on the NR is com-
plex, and includes the change of both internal and external
sound fields by the coupled acoustic and structural vibration.
The effects of internal fluid loading and different sound fields
on the NR would make a good topic for a future research
endeavor.

IV. CONCLUSIONS

An extended model of the noise reduction for a finite
uniform cylindrical shell was developed that includes axial
structural–acoustic modes. The exterior near-field pressure
was approximated with that for an infinite elastic cylindrical
shell. The interior pressure distribution of a finite cylindrical
structure was derived using a modal model. Donnel–
Mushtari and Flu¨gge’s theories were used for the structural
analysis, and were coupled to the rigid-wall acoustic modes
using a modal-interaction approach. Analytical results were
presented for a novel ChamberCore composite fairing and
compared with experimentally obtained NR. Both the experi-
mental and numerical results show that the cavity resonances
have a significant effect on the noise transmission into the
finite cylindrical structure. A parametric study found that
higher internal acoustic damping provides improved broad-
band noise transmission reduction. In particular, the axial
modes, which were not considered in previous studies, were
found to provide significant decrease in the NR as the sound
incident angle is increased.
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The seismo-acoustic method is one of the most promising emerging techniques for the detection of
landmines. Numerous field tests have demonstrated that buried landmines manifest themselves at
the surface through linear and nonlinear responses to acoustic/seismic excitation. The present paper
describes modeling of the nonlinear response in the framework of the mass–spring model of the
soil–mine system. The perturbation method used in the model allows for the derivation of an
analytical solution describing both quadratic and cubic acoustic interactions at the soil–mine
interface. This solution has been compared with actual field measurements to obtain nonlinear
parameters of the buried mines. These parameters have been analyzed with respect to mine types
and burial depths. It was found that the cubic nonlinearity could be a significant contributor to the
nonlinear response. This effect has led to the development of a new intermodulation detection
algorithm based on dual-frequency excitation. Both quadratic and intermodulation nonlinear
algorithms were evaluated at the U.S. Army outdoor testing facilities. The algorithms appear to
complement each other in improving the overall detection performance. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1850410#

PACS numbers: 43.40.Ga, 43.25.Ts, 43.28.En@ANN# Pages: 690–700

I. INTRODUCTION

In recent years, investigations at the University of
Mississippi,1,2 Stevens Institute of Technology,3–5 and Geor-
gia Institute of Technology6,7 have demonstrated that
seismic/acoustic techniques could deliver a high probability
of detection with low false-alarm rate through the exploita-
tion of the mechanical characteristic of soil–mine systems. It
was shown that buried mines have very distinguishable vi-
brational ‘‘signatures,’’ which could be used for their suc-
cessful and reliable detection and identification.

The seismo-acoustic technique excites low-frequency vi-
brations of buried mines and measures surface vibration
above the mine using remote sensors. In this approach, the
mine is excited with air-borne~acoustic! or soil-borne~seis-
mic! waves. The resulting vibration is measured remotely
with laser-Doppler vibrometers~LDVs!, microwave or ultra-
sonic sensors. The level of soil vibration due to linear and
nonlinear interaction of incident acoustic pressure with the
buried mine could be represented in terms of spatially dis-
tributed vibration velocity profiles at the respective frequen-
cies that uniquely define its ‘‘linear’’ or ‘‘nonlinear’’ vibra-
tional signatures. The signature above the buried mine is
different from the off-mine soil vibrational response because
of the impedance~compliance! contrast and nonlinearity at
the soil–mine interface. The first blind field test of the
technique8 demonstrated 95% probability of detection with a
false-alarm rate of 0.03 m2 for antitank~AT! mines. Nonlin-

ear seismo-acoustic detection and discrimination further
showed a high potential for even better performance for both
AT and antipersonnel~AP! mines, because of its high selec-
tive sensitivity to mines, immunity to clutter,5 and potentially
high on/off mine contrast.

Practical application of the seismo-acoustic technique
undoubtfully requires an adequate physical model to explain
various phenomena observed in the field tests and to account
for a diverse range of field conditions. The developed simple
physical model describes the dynamics of the soil–mine
system3–5 by treating the mine and the soil as an integrated
system where mine and soil interact at their physical inter-
face. The model is based on a lump-element approach: the
soil column on top of the mine is modeled as a mass~iner-
tia!, with compression and shear stiffnesses, and the mine is
modeled as a dynamic mass and a stiffness associated with
its upper diaphragm. This approach is justified as long as the
acoustic wavelengths are greater than the size of the mine
and the burial depth. The developed model provides insight
into the physical mechanisms of seismo-acoustic detection
and explains many experimental observations.

In this paper we further develop the lump-element
model focusing on the nonlinear dynamics of the soil–mine
system.

II. MECHANISM OF SOIL–MINE NONLINEARITY

The major reason for the strong nonlinearity at the soil–
mine interface is the lack of bonding between the mine and
the soil. The stress–strain dependence at the interface isa!Electronic mail: ddonskoy@stevens.edu
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quite different during the compressive and tensile phases of
vibration: under tensile stress, separation of soil grains may
occur at the soil–mine interface, whereas under compressive
stress mine and soil are always in contact. This asymmetric
response leads to noticeable nonlinear effects such as the
generation of harmonics and signals with combination fre-
quencies. There are two possible mechanisms for separation
at the interface. In the first one, the level of applied vibra-
tional force~stress! is higher than the weight of the soil on
top of the mine. In this case, the soil will ‘‘jump or bounce’’
on top of the mine, leading to a very strong nonlinearity. This
mechanism, however, should occur rarely considering the
practical levels of vibrational excitation. Indeed, in most of
the field tests we conducted, the soil surface acceleration was
below the gravitational acceleration, implying that the vibra-
tional force was smaller than the weight of the soil above the
mine. Nevertheless, noticeable nonlinear effects were still
observed, suggesting that there should be another mechanism
of ‘‘separation.’’

Since both soil and mine are mechanical systems, each
with their own inertia and stiffness, their respective phases of
oscillation depend on the relative contributions of inertia and
stiffness. If stiffness is the dominant contributor to the sys-
tem’s mechanical impedance, then the system will oscillate
in phase with the applied external force. At higher frequen-
cies, however, the inertial contribution becomes dominant
and the system oscillates in opposite phase with respect to
the external force. Therefore, the mine and soil may oscillate
with opposite phases, and this will depend on the relative
values of their mechanical impedances, leading to the phe-
nomenon of soil grains separation at the interface. When this
mechanism is dominant, separation will take place even at
relatively low applied levels of vibrational force.

Measurements of the mechanical impedances of various
mines4,5 revealed that, in the frequency range below 1000
Hz, the stiffnesses of majority of the mines investigated were
smaller than the stiffness of the surrounding soil, explaining
high on/off mine impedance contrast. Such a low mine stiff-
ness also has an important implication for nonlinear oscilla-

tions: mine stiffness contribution and respective phase are
overtaken by the inertial effect at much lower frequencies
leading to phase shift at the soil–mine interface and, as a
result, to high nonlinearity at low frequencies. Typical non-
linear responses of buried mines are presented in Fig. 1. On
the other hand, stiff objects such as rocks, metal pieces, etc.,
with dominant stiffness contribution oscillate in phase with
soil in the frequency range of interest. This effect, coupled
with much lower vibration amplitudes of stiff targets, ex-
plains weak nonlinearity above buried false targets3–5 as il-
lustrated in Fig. 1. Therefore, nonlinear response of the false
targets is determined by the inherent nonlinearity of the soil
rather than soil–target interaction.

Soil is a complex medium, the properties of which could
be considerably affected by its composition, cohesiveness,
and environmental factors. Although in seismo-acoustics soil
is often considered as a homogeneous medium,9 it should be
remembered that essentially it consists of contacting grains.
These microcontacts lead to nonlinear behavior at macro
scale9 and add to nonlinearity of the buried mine. One way
of estimating contribution of soil nonlinearity into cumula-
tive nonlinear response of the buried mine is measuring the
nonlinear response of soil without mines. Figure 1 presents
experimental data obtained at the sum frequency for two
types of soil: gravel and sand. For convenience, soil nonlin-
earity is presented as two lines obtained by averaging 29
measurements in gravel and 3 measurements in sand. The
measurements show that at low frequencies nonlinear re-
sponse of soil is considerably lower than that of the buried
mine. This observation is consistent with the results obtained
by other researchers.10,11 In the following sections, we
present a model and estimations for both soil–mine interface
and soil nonlinearities.

A. Quadratic „Q…, and Cubic „C…, nonlinear
parameters

The interface nonlinearity can be described using a ge-
neric form of Hooke’s law

FIG. 1. Nonlinear responses of two types of soil~sand
and gravel!, false targets buried in sand, and antitank
plastic mine M-19 buried in sand and gravel. Nonlin-
earities of sand and gravel represent averaged responses
measured in 29~gravel! and 3 ~sand! off-mine loca-
tions.
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F~j!5j•~km1km
nl~j!!, ~1!

wherej is the displacement,km is the linear stiffness coeffi-
cient, km

nl(j) describes the nonlinear stiffness, andF is the
applied force.

The mechanical mass–spring–dashpot diagram intro-
duced in Donskoyet al.4 was modified as shown in Fig. 2 by
introducing the nonlinear spring,12 km

nl(j), instead of a diode.
This approach is more consistent with the nonlinear stiffness
concept introduced in Eq.~1!.

The mathematical analogy between mechanical and
electrical systems provides exceptional flexibility and conve-
nience in the analysis of complex dynamical systems. Using
this analogy,13 we can conveniently represent mechanical pa-
rameters in terms of elements of the electrical circuit de-
picted in Fig. 3. The advantage of this approach is that the
analysis of the nonlinear mechanical system shown in Fig. 2
is significantly simplified by considering a system of equa-
tions for the electrical circuit, which upon application of a
perturbation technique14 yields a solution for linear and non-
linear components.

Consider the electrical diagram presented in Fig. 3. The
electrical elements in the circuit represent the following me-
chanical parameters: chargeQ→displacementj, current
I→velocity v, voltageU→force F, inductanceL→massm,

capacitanceC→elastic compliancec, which is inversely pro-
portional to stiffnessk, resistanceR→damping factorr.
Similar notations for the linear elements of the diagram~Fig.
3! are given in the previous publication.4 According to the
lump-element model presented in Fig. 2, we denote mass,
stiffness, and internal losses of the mine asmm , km , andr m .
The soil can be characterized by its added massms , com-
pression,ks2 , r s2 , and shearks1 , r s1 , stiffnesses and damp-
ing factors, respectively.

The nonlinear nature of the acoustic interaction at the
soil–mine interface is accounted for by the dependence of
stiffness onj in Hooke’s law as shown in Eq.~1!. For small
displacements, the contribution of the nonlinear effect can be
approximated in terms of the first and second terms in the
Taylor’s expansion, i.e.,km

nl(j)'km(aj1b2j2). Using the
analogy between mechanical and electrical systems, we can
therefore represent Hooke’s law~1! in terms of electrical
quantities as follows:

U~Q!5
Q

Cm
•~11aQ1~bQ!2!, ~2!

whereU(Q) is the voltage drop across pointsA andB in Fig.
3 and capacitanceCm corresponds to 1/km . This voltage
drop is analogous to the force in the relationship~1! defined
for the soil–mine interface, in which, assuming concave up
monotonically increasing stress–strain relationship,a andb
are the positive nonlinear coefficients of the mechanical sys-
tem.

The parametersa and b characterize the quadratic and
cubic nonlinearities of the system. Equation~2! shows that
the first, second, and third terms on the right-hand side are
equal whenQ5a215b21, which indicates a very strong
nonlinearity. In practice, the nonlinearity is usually weak, so
that we assume

aQ!1 and bQ!1. ~3!

Equation~2! suggests that the effect of the nonlinear interac-
tion can be accounted for by introducing a nonlinear capaci-
tance Cnl(Q)51/km

nl51/@km(aQ1(bQ)2)# in the electric
diagram. The nonlinear capacitance is intentionally ex-
pressed in two parts to emphasize the quadratic~parameter
a! and the cubic~parameterb! nonlinearities of the system.

It should be noted that while the quadratic nonlinearity,
a, is commonly used in acoustics, the cubic nonlinearity in
Eq. ~2!, characterized by the coefficientb, is seldom consid-
ered for practical applications. The quadratic term in the non-
linear form of the Hooke’s law, as a rule, dominates over the
cubic term and the effects of the latter are usually neglected.
In the case of a resonant system, however, the cubic nonlin-
earity could have appreciable effects. If the probing signal
has excitation frequenciesv1 and v2 close to the system’s
resonance frequency, the nonlinear response due to the cubic
nonlinearity manifests itself at the intermodulation~IM ! fre-
quencies 2v12v2 and 2v22v1 ~this term is widely used in
electronic and rf engineering to describe similar cubic non-
linear effects!. These intermodulation frequencies lie within
the system’s resonance and are effectively amplified by the
resonance. In contrast, the quadratic nonlinear response ob-
served at frequenciesv12v2 , v11v2 , 2v1 , 2v2 is not

FIG. 2. Equivalent mechanical diagram for the nonlinear soil–mine system.

FIG. 3. Equivalent electrical diagram for the nonlinear soil–mine system.
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amplified since these frequencies are outside the resonance
frequency band. As a result, even if the contribution of the
cubic nonlinearity in Eq.~2! is weak, the response of the
system at frequencies 2v12v2 and 2v22v1 could be of an
amplitude comparable or even exceeding the response asso-
ciated with the quadratic nonlinearity.

B. Analytical Q and C nonlinear solution

The analytical solution of a ‘‘weakly’’ nonlinear system
can be obtained by a perturbation method. In the electric
circuit shown in Fig. 3, the electric current can be repre-
sented asI (t)5I (0)(t)1I (1)(t)1I (2)(t), where indices 0, 1,
2 denote the order of the components in the perturbation
steps. By definition, in a weakly nonlinear system, the con-
tributions of the nonlinear termsI (1) andI (2) are rather small
in comparison with the linear component,I (0), in accordance
with condition ~3!.

The response of the system as measured by the current
I (t) is calculated for each order~step! of the perturbation
method leading to the consideration of the three equivalent
circuits presented in Fig. 4. As can be seen from the figure,

this approach requires calculating currentsI (0)(t), I (1)(t),
I (2)(t) for the linear circuits with equivalent sources corre-
sponding to each order of the perturbation solution.

In the zero-order approximation, the voltage sourceUin

supplies the linear circuit~0! in Fig. 4. The detailed investi-
gation of this case was presented in the previous
publication.4 For the circuits of the first and second orders,
the electromotive force~EMF! of the equivalent nonlinear
sources~equivalent external forces! are expressed as follows:

Vnl
~1!~ t !52a•kmQm

~0!~ t !2, ~4!

Vnl
~2!~ t !52km• b2aQm

~0!~ t !Qm
~1!~ t !1b2Qm

~0!~ t !3c, ~5!

whereQm
(0),(1)(t) are the electric charges flowing in them

~mine! branch calculated for the zero- and first orders of
perturbation, respectively. The EMF for each of the follow-
ing orders is presented in terms of the solution obtained for
the previous order. In other words,Vnl

(1)(t) contains the zero-
order termQm

(0) , and Vnl
(2)(t) contains the zero- and first-

order termsQm
(0) andQm

(1) , respectively.
In order to proceed further with the analysis of the elec-

tric circuits depicted in Fig. 4, we consider the biharmonic
excitation

Uin~ t !5U01e
iv1t1U02e

iv2t1cc. ~6!

Such an excitation corresponds to the field-testing procedure
previously described3–5 for nonlinear landmine detection.

We are particularly interested in determining system re-
sponse in terms of the following input currents: linear re-
sponseI 1,2 at the probing frequenciesv1 , v2 ; quadratic
nonlinear responseI S at the sum frequencyvS5v11v2 ;
and cubic nonlinear responsesI IM1 and I IM2 at the corre-
sponding intermodulation frequenciesv IM152v12v2 and
v IM252v22v1 .

The complex amplitudes of the responses at these fre-
quencies can be calculated using standard methods of circuit
analysis and by considering the complex impedances of the
circuits shown in Fig. 4. The resulting expressions for the
linear responses at the probing frequencies and the quadratic
nonlinear response can be expressed as

I 1,25U01,02/z0~v1,2!, ~7!

I S5
2akm

v1v2
I 1I 2

zS~v1!zS~v2!

zm~v1!zm~v2!

1

z1~vS!
, ~8!

where the respective complex impedances are defined asz0

5zS11zS , zS5zS2zm /(zS21zm), z15zS11zm(11zS1 /
zS2), z25zm1zS2 /(11zS2 /zS1), zm(v)5r m1 i (mmv2km/
v), zS1(v)5r S11 i (mSv2kS1 /v), zS2(v)5r S22 ikS2 /v.

It should be noted that both quadratic and cubic terms in
Eq. ~2! contribute to the intermodulation solution

I IM15I IM1
Q 1I IM1

C . ~9!

I IM1
Q represents the contribution of the quadratic nonlinearity

and I IM1
C that of the cubic nonlinearity

FIG. 4. Equivalent electrical diagrams for the soil–mine system in~0!, ~1!,
and ~2! orders of the perturbation theory.
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I IM1
Q 52

2a2km
2 I 1

2I 2*

v1
2v2

S zS~v1!

zm~v1! D
2S zS~v2!

zm~v2! D * 1

z1~v IM1 !

3S 2

vD1z2~vD1!
1

1

2v1z2~2v1! D , ~10!

I IM1
C 5 i

3b2kmI 1
2I 2*

v1
2v2

S zS~v1!

zm~v1! D
2S zS~v2!

zm~v2! D * 1

z1~v IM1 !
,

~11!

wherevD15v12v2 , and~...!* denotes the complex conju-
gate. The responses~9!–~11! were obtained for the inter-
modulation frequencyv IM1 . In the expression for the inter-
modulation response atv IM2 , indices 1 and 2 in~9!–~11!
should be interchanged. Note that this result suggests differ-
ent dependencies of the IM response on the linear solution:
I IM1;I 1

2I 2* and I IM2;I 2
2I 1* .

It should be mentioned that in addition to the IM re-
sponse described by Eqs.~10!–~11!, many other combination
frequency components, such as 3v1 , 3v2 , 2v11v2 , 2v2

1v1 , etc., are obtainable in the second order of perturba-
tion. We devote particular attention to the intermodulation
components because of their aforementioned amplification.

C. Example of analytical calculation of the nonlinear
responses of AT mine

In this example we utilize mine and soil parameters pre-
sented previously4 for the modeling of the linear response.
The parameters for the plastic AT mine VS-1.6 were as fol-
lows: km52.5•107 Pa/m, mm512 kg/m2, r m51.7•103 kg/
(m2 s). Herein and throughout the paper, we use parameters
normalized by the unit area of the mine upper surface. Soil
parameters depend on many factors and can vary over a
rather wide range. For the purpose of illustration, we have
chosen gravel soil of 1-in. depth with the following esti-
mated parameters:ks152.4•107 Pa/m, r s153.9•103 kg/
~m2 s), ms540 kg/m2, ks25108 Pa/m, r s254•103 kg/
~m2 s).

1. Q and C frequency responses

Figure 5 illustrates the results of calculations for the
linear and nonlinear responses as a function of the frequency
of the probing signal,f 15v1/2p. The linear response was
obtained by setting the amplitude of the probing signal in Eq.
~6! equal toU015U0250.3 Pa. This value corresponds to the
amplitude of the acoustic pressure at the soil surface, which,
according to field measurements, produces a soil surface ve-
locity of I 1'I 2'5.7•1025 m/s at the mine resonance fre-
quencyf 0'150 Hz. The linear response is presented in Fig.
5 with a solid line and denoted asv5v1,2. Figure 5 sug-
gests that the resonance frequency band at26 dB is approxi-
matelyD f 520 Hz. In order to observe the resonance ampli-
fication of the intermodulation frequencies,D f should be
greater than the difference between the frequencies of the
probing signal, i.e.,D f .d f 5 f 22 f 1 and for this reason we
have chosend f 55 Hz.

The quadratic nonlinear response~curve Q in Fig. 5!
features two distinctive maxima. The first, weaker in ampli-
tude, occurs when the sum frequencyf S coincides with the

resonance frequencyf 0 ~the probing signal frequenciesf 1

' f 2' f 0/2). The second maximum is stronger and it corre-
sponds to the resonance atf 1' f 2' f 0 . The sum frequency
in this case isf S'2 f 0 . Figure 5 shows that for the chosen
nonlinear parametera51 mm21, curveQ reaches maximum
value of I S'254 dB when the linear response isI 1

'225 dB relative to the level of vibrations 1023 m/s. Using
the modeling approach outlined forI S , it is not difficult to
calculate other nonlinear components at frequenciesf 1

2 f 2 , 2f 1 , 2f 2 . We omit an analysis of these components
since their frequency responses generally follow the trends
obtained forI S .

The cubic nonlinear response,I IM1 , is depicted with the
family of dotted curves~C curves! in Fig. 5. Maximum val-
ues are within the mine resonance band and the slopes rap-
idly decrease outside the resonance. EachC curve is obtained
for the specific value of the cubic nonlinear parameter
b(C1)50, b(C2)51 mm21, and b(C3)52 mm21. Curve
C1 shows the intermodulation response in terms of the qua-
dratic nonlinear contributionI IM1

Q , with a maximum by 12
dB lower thanI S .

CurvesC2 andC3 demonstrate that the intermodulation
response is dominated by the cubic nonlinear contributions
I IM1

C . Remarkably, for the parameterb(C2)51 mm21, I IM is
of the same order of magnitude asI S , and for b(C3)
52 mm21 it even exceeds the maximum value of the
Q-nonlinear responseI S .

2. Detection contrast

One of the critical factors in detecting buried landmines
is the detection contrast. It is the contrast between the mine’s
vibrational ‘‘signature’’ measured at the soil surface above a
buried mine and at off-mine locations~on/off detection con-
trast!. The mine’s vibrational signature can be linear~imped-
ance or vibration velocity magnitude!, nonlinear~Q andC!,

FIG. 5. Linear @v5v1,2, Q-nonlinear @v5vS , and C-nonlinear @
v5v IM1 responses of the soil–mine system versus frequency of the excita-
tion signal. The intermodulation components are represented as follows:
C12b50 mm21; C22b51 mm21; C32b52 mm21.
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or a combination of both. Essentially, it is the on/off detec-
tion contrast that determines the detectability of a buried
landmine. With a background level~or, in other words, ve-
locities measured off mine! of approximately250 dB re: 1
mm/s,1,5 typical values of the detection contrast for linear
detection lie in the range of;15–20 dB. The nonlinear
background level is;280 dBre: 1 mm/s5 and the nonlinear
detection contrast is in the range of;30–40 dB. This value
is an order of magnitude larger than that the linear detection
scheme could offer and, therefore, the nonlinear method has
the potential of being very effective.

Immediate use of the nonlinear contrast gain, however,
is constrained due to the relatively high noise floor of com-
mercially available scanning LDVs. For example, the Poly-
tec scanning LDV used in our field tests has a noise level of
;260 dB re: 1 mm/s, thereby limiting the nonlinear con-
trast to;10–20 dB only. At the same time, a single-point
LDV with lower noise levels allowed for the measurements
of background nonlinearity at280 dB, thus, bringing up the
nonlinear contrast to the predicted value of 40 dB.

D. Effect of soil nonlinearity

In porous soil the nonlinear behavior is associated with
the microstructure of pores,9 while the soil–mine nonlinear-
ity is due to separation effect at the interface. Many mines
are more compliant than soil and reveal resonances below 1
kHz. At the frequencies below the resonance, mine and soil
oscillate in phase, but at the frequencies above the resonance,
their phases could be different leading to separation of the
mine casing and adjacent soil. A distinctively different situ-
ation occurs when a stiff target such as a stone or a piece of
wood is buried into the soil. Stiff target always oscillates in
phase with the soil, preventing separation at the interface.
Therefore, we suggest that, in this case, nonlinear behavior is
due to inherent nonlinearity of a soil layer above the target.
Although according to Fig. 1 and previous studies4,10,11 soil
nonlinearity could be considerably lower than that of the
buried mine, it is necessary to estimate its contribution into
cumulative nonlinear response of the soil–mine dynamic
system. For this purpose, we consider a buried stiff target,
which exhibits nonlinearity in the upper soil layer, and em-
ploy the analytical approach described in the previous sec-
tions. The mechanical diagram presented in Fig. 2 is modi-
fied by eliminating elements that are responsible for mine
parameters and by including soil nonlinear springkS

nl . The
new mechanical diagram leads to the significantly simplified
electrical diagram presented in Fig. 6. Using this diagram, it

is not difficult to show that linear and quadratic nonlinear
responses are governed by the following relationships:

I 1,25U01,02/zS~v1,2!, ~12!

I S5
2aSkS

v1v2
•

I 1I 2

zS~vS!
, ~13!

where zS5zS11zS2 is a complex soil impedance,kS5kS2

1kS1 is a total soil stiffness, andaS corresponds to the qua-
dratic nonlinear parameter of the soil.

In our estimations we considered two types of soil with
the following parameters: for sandms540 kg/m2, ks1

57•107 Pa/m, r s158.4•104 kg/~m2 s), ks257•108 Pa/m,
r s255•104 kg/~m2 s) and for gravel ms542.5 kg/m2,
ks158•107 Pa/m, r s157•104 kg/~m2 s), ks259•108 Pa/m,
r s251.2•105 kg/~m2 s). Linear and nonlinear responses cal-
culated with Eqs.~12! and ~13! are presented in Fig. 7 and
Fig. 8. Experimentally obtained dependencies are also shown

FIG. 6. Equivalent electrical diagram for the soil layer above stiff target.

FIG. 7. Calculated and measured linear and nonlinear responses of sand,
aS50.02mm21.

FIG. 8. Calculated and measured linear and nonlinear responses of gravel,
aS50.03mm21.
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in these figures. The data were collected in field at locations
without mines. Quadratic nonlinear parametersaS for sand
and gravel were obtained as a best fit of experimental and
calculated nonlinear responses that yieldedaS50.02mm21

for sand andaS50.03mm21 for gravel. In the following
section, we will show that nonlinear parameters of buried
mines can be considerably larger. These results are in agree-
ment with experimental dependencies in Fig. 1 that show
more than a 20-dB difference between nonlinear responses of
buried mines and soil. It should be noted that estimated non-
linear parameters is the first attempt to quantify soil nonlin-
earity off the buried mine and need further investigation,
particularly for various soil conditions. Nonlinear interaction

in soil is complex and includes many interesting phenomena
at the mesoscopic scale. An improved model could be intro-
duced by accounting for soil hysteresis due to effects asso-
ciated with so-called mesoscopic nonlinearity.15,16 This phe-
nomenon is currently under investigation by Sabatier and
Korman.11 We believe that the developed approach provides
adequate estimations for vibration velocities and frequency
ranges used for the seismo-acoustic detection of landmines.

III. FIELD TEST VALIDATION OF THE ANALYTICAL
MODEL

Field tests were conducted at the U.S. Army’s outdoor
test facilities in summer and fall of 2001 and 2002. The
facilities offer an opportunity to perform measurements un-
der a broad variety of conditions: several soil types and nu-
merous types of live mines buried at different depths. The
major objective of the tests was experimental validation of
the developed nonlinear seismo-acoustic detection technique
and the supporting physical model. We concentrated on two
types of measurements: impedance measurements and non-
linear interaction of acoustic/seismic waves. These measure-
ments were taken in gravel and sandy soil off and above
buried mines. Two types of plastic AT mines~M-19, VS-1.6!
buried at different depths were used in the test.

A. Experimental setup and procedure

The field measurement system used in this study is pre-
sented in Fig. 9. The system consists of two platforms:~a! a
test cart which carries field instrumentation such as speakers,

FIG. 9. An experimental setup for the seismo-acoustic landmine detection.

FIG. 10. ~a! A vibration spectrum of
the plastic mine simulant buried at

1
2

in. showing the fundamental, sum, and
intermodulation frequencies appeared
due toQ andC nonlinearity;~b! Q and
C nonlinear images for the AT mine
VS-1.6 buried at 1 in. in sand; vertical
axis is the vibration velocity~in m/s,
linear scale! of the soil surface atf S

for Q response and the average of vi-
bration velocities atf IM1 and f IM2 for
C response; horizontal plane on im-
ages corresponds to the spatial posi-
tion of the scanned point.
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scanning and single-point LDVs, microphone, and may also
accommodate a magnetostrictive shaker for seismic excita-
tion; ~b! a vehicle with signal generators, power amplifiers as
well as control, data acquisition, and processing systems.

The test cart carries six speakers arranged in a hexagonal
pyramid to insonify the soil within the pyramid footprint.
The resulting soil vibration velocity (v) is measured by the
LDV and the soil admittance~y! ~or impedancez51/y) is
calculated asy5v/p, wherep is the applied acoustic pres-
sure measured with a microphone positioned near the soil
surface.

In the 2002 implementation of the test procedure, we
used two harmonic excitation signals with frequencies
( f 1 , f 2) close enough so thatd f 5 f 22 f 1<20 Hz. Twenty Hz
is a typical resonance bandwidth of AT mines and the above
condition allows for enhancing the intermodulation effect
~C-nonlinearity! as both frequencies fit into the resonance
band. This condition was confirmed in the laboratory testing
of a plastic mine simulant buried at1

2 in. in sand. The spec-
trum of the simulant shown in Fig. 10~a! contains two fun-
damental frequencies (f 1560 Hz andf 2563 Hz), the inter-
modulation frequenciesf IM152 f 12 f 2557 Hz, f IM252 f 2

2 f 1566 Hz, the sum frequencyf S5123 Hz, and higher
harmonics.

In the field tests, the frequencies of the applied signals
were swept in a wide frequency range~typically 50–1000
Hz! to yield both linear and quadratic nonlinear vibration
responses. The sweep rate for both frequencies was the same,
so thatd f was constant for the entire sweep. The intermodu-
lation effect was studied at fixed frequencies fitted into the
resonance frequency band of a particular mine. LDV sensi-
tivity threshold precluded us from obtaining the intermodu-
lation frequency response outside the resonance.

This setup also allowed for scanning the soil surface to
obtain linear and nonlinear spatial distribution of vibration
velocities above the buried mine. The resultant velocity pro-
files enable imaging of buried mines with the prescribed
scanning resolution~in the order of cm! and the determina-
tion of the detection contrasts. Figure 10~b! shows the non-
linear images for buried AT mine VS-1.6 obtained usingC
and Q nonlinear responses. The imaging was carried out
within the mine’s resonance frequency band by scanning
over 153155225 points grid covering 0.5830.60-m2 rectan-
gular area.

B. Linear and Q-nonlinear responses

As we further developed the model of the soil–mine
interaction, the data collected during the 2001 field tests
were re-examined. The 2001 test measurement procedure
and the results of the experimental investigation were re-
ported previously.4 In this contribution, the same mine
parameters4 ~mass, stiffnesses, and damping factors! were
used to calculate linear@Eq. ~7!# and nonlinear@Eq. ~8!# re-
sponses of the soil–mine system under applied excitation
U01,02.

Figure 11 demonstrates good agreement between ana-
lytical calculations~dotted line! and experimental data~solid
line! for linear responses of AT mines M-19 and VS-1.6 bur-
ied at 75 and 25 mm~a! and ~b!, respectively.

Figure 12 shows a comparison between measured and
calculated quadratic nonlinear responsesI S for AT mines
M-19 and VS-1.6 buried at various depths in gravel and
sand. The theoretical dependencies were determined for the
parametersa which allowed for the best fit of theoretical and
experimental results.

C. Intermodulation response and C-nonlinear
parameter b

According to the analytical model presented in the pre-
ceding sections, both quadratic and cubic nonlinearities
manifest themselves through the generation of two inter-
modulation signals,I IM1 and I IM2 , at the frequenciesf IM1

52 f 12 f 2 and f IM252 f 22 f 1 , respectively. The model sug-
gests that if the amplitude of one probe signal (I 1) is kept
constant, the amplitude dependences for two IM signals are
different with respect to the amplitudes of the other probe
signal (I 2), that is I IM2;I 2

2 and I IM1;I 2* as per Eqs.~10!

FIG. 11. Theoretically calculated~dotted line! and experimentally obtained
~solid line! results for the linear responseI 1( f 1) of the soil–mine system:~a!
M-19 buried in gravel at the depth of 3 in.,U0153.4 Pa;~b! VS-1.6 buried
in sand at the depth of 1 in.,U0152.5 Pa.
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and ~11!. Furthermore, according to Eq.~8!, quadratic non-
linear responseI S;I 2 . As a first step in the validation of the
model and its predictions, these dependences must be experi-
mentally verified.

In the field test, two cw probe signals were broadcast at
the fixed frequenciesf 1590 Hz andf 25110 Hz~both within
the mine’s resonance frequency band!. The amplitudeI 1( f 1)
was kept constant, while the amplitudeI 2( f 2) was varied in
a broad range by varying the voltage applied to the amplifi-
ers. Quadratic nonlinear responseI S, intermodulationI IM1

and I IM2 responses were measured at their respective fre-
quencies. Figure 13 shows the results of the experiment~dot-
ted line! for ~a! the quadratic nonlinear responseI S and ~b!
the intermodulation nonlinear responseI IM1 and I IM2 ob-
tained for the plastic AT mine VS-1.6 buried in sand at a
25-mm depth~July 2002 field test!.

As can be seen from the figure, experimental results
agree well with the theoretical calculations for the range of
applied I 2 , until the IM signals begin to decrease at rela-
tively high amplitudes ofI 2 . This decrease, however, occurs
at vibration levels far exceeding vibration levels typically
measured above buried mines, and could be due to effect of
the resonance frequency shift at higher amplitudes.11 Accord-
ing to Fig. 13~b!, the amplitude decreases afterI 2 reaches27
dB re: 1 mm/s, i.e., model predictions are valid below this
level. This value roughly corresponds to 450mm/s, which is
considerably higher than vibration velocities used for detec-
tion of landmines. For example, according to the published
data, typical vibration velocities measured above the buried
mine are 40–250mm/s in Ref. 2, 240mm/s in Ref. 17, and
19–75mm/s in Ref. 18!. In our field tests,5 typical vibration
amplitudes used for landmine detection varied in the range of
180–220mm/s.

The developed model proposes that the IM response
consists of the contributions from quadratic,I IM

Q , Eq. ~10!,
and cubicI IM

C , Eq. ~11!, nonlinearities. The relative contri-
butions from both nonlinearities depend on the nonlinear pa-
rametersa andb. One approach to evaluatea andb is to use
the measured amplitude for quadratic@Fig. 13~a!# and IM
@Fig. 13~b!# dependences. First, we evaluatea from Fig.
13~a! using the best fit between experimental and analytical
@Eq. ~8!#, amplitude dependences, which yieldsa50.055
mm21. Next, we substitute the obtained value for the nonlin-
ear parametera into Eq. ~10! and compare the calculated
quadratic IM contributionI IM

Q with the experimental results
in Fig. 13~b!. The calculated quadratic IM contribution is
approximately 20 dB below the experimental curve. This
shows that the quadratic IM contribution is ten times smaller
than the cubic IM contribution and can be neglected. This
also demonstrates that the cubic nonlinearity indeed plays a
noticeable role in the nonlinear dynamic response of the
soil–mine system.

Since it has been determined that the dominant IM con-
tribution is due to the cubic nonlinearity, the final step is to
evaluate the nonlinear parameterb by fitting the solution
~11! into the linear part of the experimental curve of Fig.
13~b!. This exercise yields an average value ofb50.15
mm21.

It should be understood that the evaluated nonlinear pa-
rameters are the first attempt to quantify the nonlinearity of
the soil–mine system. These parameters could vary substan-
tially depending on mine and soil types, burial depth, soil
condition, etc. The study of these effects should be the sub-
ject of future investigations.

FIG. 12. Theoretically calculated~dotted line! and ex-
perimentally obtained~solid line! results for the qua-
dratic nonlinear responseI S : ~a! AT plastic mine M-19
buried in sand at the depth of 1 in.,a50.27mm21; ~b!
AT plastic mine VS-1.6 buried in sand at the depth of 1
in., a51 mm21; ~c! M-19 buried in gravel at the depth
of 5 in., a53.23 mm21; ~d! VS-1.6 buried in gravel at
the depth of 3 in.,a50.91mm21.
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IV. CONCLUSION

In this paper, we have further developed a physical
model ~first introduced in Refs. 3–5! describing the dynam-
ics of soil–mine systems. In addition to the linear response,
the model analytically describes quadratic and cubic nonlin-
ear interaction at the soil–mine interface. Using equivalent
electrical circuit analysis and a perturbation technique, we
obtained analytical solutions for linear and nonlinear vibra-
tions of the soil surface above the buried mine. The nonlinear
analysis indicates that the vibrational responses at the sum
and intermodulation frequencies offer the most promise for

the detection of buried mines. Analysis of the solution ex-
plains the observed high contrast of the nonlinear detection
method and provides an improved understanding of the ef-
fects of soil and mine parameters on detection performance.

The model was validated during field tests conducted in
2001–2002 with live mines buried in sand and gravel. These
tests demonstrated good agreement with theoretically pre-
dicted frequency and amplitude dependencies.

For the first time, cubic nonlinear effects~intermodula-
tion! in the soil–mine vibratory system were experimentally
demonstrated and explained. The combination of strong non-
linearity of the soil–mine interface and the resonant nature of
the soil–mine system explains the pronounced effect of the
cubic nonlinearity. The measurements and analytical evalua-
tion proved that the cubic nonlinearity could be a dominant
contributor to the intermodulation response under certain
conditions ~resonance excitation and relatively low burial
depth!.

As a final remark, we would like to mention that the
analytical model treats the soil–mine system as a system
with discrete parameters~lumped element approximation!. In
general, a buried mine constitutes a distributed-parameter
system. This observation means that more accurate models
could be developed by considering the modal structure of
mine’s vibrations, the specific conditions for the excitation of
particular modes, the complex spatial acoustic field distribu-
tion within soil, by treating soil as a poro-elastic medium,
etc. All of these considerations will lead to more complex
models including numerous unknown and often unmeasur-
able parameters and requiring elaborate and extensive nu-
merical calculations. Without doubt, such an approach could
further advance the analysis and understanding of the soil–
mine dynamic problem. In contrast, our model with very few
measurable parameters is simple to understand and to ana-
lyze, and it could serve as a reference for the numerical
calculations using the distributed parameter model. As a
practical matter, we believe that the developed model and
derived analytical solutions could be quite useful for engi-
neering analysis, prediction of detection performance for dif-
ferent mines and soils, utilization in signal processing, and
serve as a guideline for further experimental research and
development.
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This paper examines the performance of Helmholtz equation least-squares~HELS! method in
reconstructing acoustic radiation from an arbitrary source by using three different expansions,
namely, localized spherical waves~LSW!, distributed spherical waves~DSW!, and distributed point
sources~DPS!, under the same set of measurements. The reconstructed acoustic pressures are
validated against the benchmark data measured at the same locations as reconstruction points for
frequencies up to 3275 Hz. Reconstruction is obtained by using Tikhonov regularization or its
modification with the regularization parameter selected by error-free parameter-choice methods. The
impact of the number of measurement points on the resultant reconstruction accuracy under
different expansion functions is investigated. Results demonstrate that DSW leads to a
better-conditioned transfer matrix, yields more accurate reconstruction than both LSW and DPS, and
is not affected as much by the change in measurement points. Also, it is possible to obtain optimal
locations of the auxiliary sources for DSW, LSW, and DPS by taking an independent layer of
measurements. Use of these auxiliary sources and an optimal combination of regularization and
error-free parameter choice methods can yield a satisfactory reconstruction of acoustic quantities on
the source surfaces as well as in the field in the most cost-effective manner. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1841591#
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I. INTRODUCTION

Reconstructing acoustic quantities on the surface of a
vibrating object has proven to be an effective way of identi-
fying noise source and its transmission paths in automotive
and aerospace applications.1,2 The methods that have been
used for this purpose include the Helmholtz integral
equation3 or single-layer potential4 implemented through the
boundary element method~BEM!, and Helmholtz equation
least-squares5 ~HELS! method. This paper focuses on the
HELS method, which has been used successfully to recon-
struct acoustic quantities on the spherical6 and nonspherical
~a long cylinder of spherical endcaps,5 a four-cylinder engine
block,7 and a full-size vehicle front end1! surfaces in the
low-to-medium frequency regime. Isakov and Wu8 give a
rigorous proof of existence of HELS solutions and their sta-
bility estimates.

Essentially, HELS is a series expansion method that uses
the spherical waves as its basis functions. Such an expansion
has been previously employed in acoustic scattering and pre-
diction, with its expansion coefficients determined by at least
three different methods: Rayleigh–Fourier method, point-
matching method, and least-squares approximation method,
which are collectively referred to as Rayleigh methods by
some authors.9,10 In HELS, the acoustic pressure is expressed
as a linear combination of the outgoing spherical wave func-
tions with its origin of coordinates located inside a vibrating
object.7 These outgoing spherical waves satisfy the Helm-
holtz equation and Sommerfeld radiation condition, and are
linearly independent and complete inL2(S) for any suffi-
ciently smooth surfaceS. Moreover, their normal derivatives
are complete inL2(S). These properties of the expansion

functions make it possible to depict the acoustic field gener-
ated by an arbitrarily shaped object.11,8

Note that the outgoing spherical waves are not the only
system of functions that satisfies the above conditions. There
are other systems of functions such as the localized spherical
waves ~LSW!,11 distributed spherical waves~DSW!,12 and
distributed point sources~DPS!13 that satisfy the Helmholtz
equation and Sommerfeld radiation condition and that have
been used in Rayleigh methods for acoustic diffraction and
scattering.14,15Sometimes, they are collectively referred to as
the discrete sources methods.11

In the discrete sources methods, the acoustic field from a
source is approximated by that from one or more auxiliary
sources. For LSW, the auxiliary source is located at the ori-
gin of the coordinate system. For DSW, the auxiliary sources
are distributed on an auxiliary surface inside the object or on
an axis of symmetry of this object. For DPS, the auxiliary
sources are distributed on an auxiliary surface next to a
source surface from the inside. The locations of these auxil-
iary sources may affect the rate of convergence of an expan-
sion, and their optimal positions depend on the locations of
singularities of analytic continuation of the solution to the
Helmholtz equation across a source boundary, assuming that
the boundary data and boundary surface are sufficiently
smooth.11 The impact of auxiliary sources and their locations
is addressed in detail in Sec. V.

It is well known that the rate of convergence of any
expansion depends on the complexity of the source boundary
and frequency.10,16–18 Although reconstruction of acoustic
quantities can be done by HELS at any frequency,8 its accu-
racy deteriorates with an increase in the frequency. This is
because at high frequencies, the signal to noise~S/N! ratio is
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very low such that the high-order terms in the HELS expan-
sion may be contaminated. To avoid distortions in recon-
struction due to noise contamination, we must truncate this
expansion by eliminating the high-order terms. However,
these high-order terms are critical in depicting acoustic quan-
tities at high frequencies. Hence, an omission of the high-
order terms in HELS will make it impossible to get the de-
tails of a reconstructed acoustic image right. It is emphasized
that this high-frequency difficulty exists in other methods,
e.g., BEM, whose computations can become prohibitively
intensive.

Despite the fact that the discrete sources methods are
extensively studied in the forward problems such as scatter-
ing and prediction of acoustic radiation, to the authors’ best
knowledge they have not been used in backward problems
such as reconstruction of acoustic radiation, with the excep-
tion of HELS. The major difference between the forward and
backward problem lies in the fact that the latter is ill posed
and requires regularization.8 Since the matrix involved in
HELS is small, it is possible to employ a direct regulariza-
tion method such as Tikhonov regularization~TR!.19 For
large matrices, for example, those arising from 3D numerical
simulations, an iterative regularization method may be a bet-
ter alternative.

Success in regularization depends to a large extent on
choice of regularization parameter. Based on the type of in-
formation available on a targeted solution, the parameter-
choice methods~PCM! are classified asa priori, which is
independent of the actual data, anda posteriori, which is
dependent on the actual data.20 The former includes
heuristic20 or error-free21 methods that do not require the
knowledge of the noise level in the input data and seek to
predict this information from actual data. Note that for
infinite-dimensional compact operators, error-free PCM may
fail to yield a convergent regularization parameter, namely,
to provide a regularized solution that will converge to the
exact solution as the noise level tends to zero.22

In practice, there is always noise in the input data and
often its level is unknowna priori. Hence, we must resort to
an error-free PCM, even though it may occasionally fail to
yield a convergent regularization parameter. Of course, if the
noise level can be estimated, we can use Morozov’s discrep-
ancy principle to determine a regularization parameter and
obtain satisfactory reconstruction.23 Alternatively, we can
impose constraints on the norm of a regularized solution24 as
suggested by Isakov and Wu8 to specify a convergent regu-
larization parameter. The trouble is that the right constraint
on the norm of the exact solution is hard to acquire.

In this paper, we examine the performance of HELS
using different expansion functions to reconstruct acoustic
quantities generated by a speaker system that consists of a
woofer, midranger, and tweeter in free space. Our previous
studies have demonstrated that the reconstruction accuracy
and efficiency of HELS are affected by the convergence rate
of an expansion solution and condition number of the trans-
fer matrix. The faster the convergence rate and the smaller
the condition number are, the more efficient the numerical
computations and the more accurate the HELS solutions be-
come.

Needless to say, these factors depend on the choice of
expansion functions. The objective of the present paper is to
study the effects of various expansions on the resultant re-
construction and, more importantly, to identify the optimum
expansion that can provide the best accuracy and efficiency
of reconstruction. Specifically, we consider three expansions:
LSW, DSW, and DPS in HELS to reconstruct acoustic quan-
tities for frequencies up to 3275 Hz. Moreover, we employ
TR and its modification plus damped singular value decom-
position~DSVD! ~Ref. 25! in regularization with the regular-
ization parameters determined by various error-free PCMs
such as generalized cross validation~GCV!,26 L-curve
criterion,27 and quasioptimality criterion~QOC!.28 Recon-
structed acoustic quantities are validated with respect to
benchmark data measured at the same locations as the recon-
struction points.

Finally, we investigate the impact of measurement num-
ber on the resultant reconstruction accuracy of HELS using
LSW, DSW, and DPS, respectively. The results of this com-
prehensive study are expected to provide a better understand-
ing of HELS and gain an insight in selecting the optimal
combinations of expansion functions, regularization strate-
gies, and PCMs that will yield satisfactory reconstruction of
acoustic radiation from an arbitrary source in free space in
the most cost-effective manner.

II. HELS METHOD

We consider the complex amplitudeu of a time-
harmonic acoustic pressure that satisfies the Helmholtz equa-
tion and Sommerfeld radiation condition in the exterior of a
vibrating objectD in a free field

¹2u1k2u50, ~1!

lim
r→`

r S ]

]r
2 ik Du50, ~2!

wherer 5uxu for x in the exterior ofD, k5v/c is the acous-
tic wave number withv being the angular frequency andc
being the speed of sound of the fluid medium,i is the imagi-
nary unit, and the origin of coordinates is chosen inD. In
what follows, we refer to the complex amplitude of the
acoustic pressureu as acoustic pressure for short.

The problem of reconstruction29,8 is to describeu on a
surfaceS that containsD based on the knowledge of the
values ofu specified on a sufficiently smooth surfaceG that
encloses bothS andD. Here, we refer toG as the measure-
ment surface and the distance betweenG andS as the stand-
off distance.

Let c j (x;v), j 51,2,..., be the system of functions that
satisfies the Helmholtz equation~1! and Sommerfeld radia-
tion condition~2!. Let $c j (x;v)% j 51

` be complete inL2(G),
i.e., for anyw in L2(G) and any«.0, there is aJ5J(«) and
a set of coefficients$Cj

(J)% j 51
J such that

E
G
Uw2(

j 51

J

Cj
~J!c jU2

ds,«2, ~3!

where ds denotes a surface element. Also, we require
$c j (x;v)% j 51

` to be linearly independent inL2(G). The com-
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pleteness of$c j (x;v)% j 51
` assures that any solution to the

Helmholtz equation can be approximated in the mean-square
sense onG by a superposition ofc j (x;v), while its linear
independence guarantees that the resultant matrix is of a full
rank. Note that the latter does not imply good conditioning of
a matrix.

In HELS, the solutionu to Eq. ~1! subject to condition
~2! is approximated by a linear combination of the expansion
functionsc j (x;v)

uJ~x;v!5(
j 51

J

Cj
~J!c j~x;v!, ~4!

wherec j (x;v)5hn
(1)(kr)Pn

m(cosu)eimw, wherehn
(1)(kr) are

the first kind of the spherical Hankel functions of ordern,
Pn

m(cosu) are the associated Legendre functions, and the in-
dices j, n, andm are governed byj 5n21n1m11, with n
starting from 0 toN andm varying from2n to 1n. There-
fore, for eachn andm we havej 51 to J, whereJ implies the
maximum number of expansion termsJ5(N11)2.

The unknown coefficientsj5@C1
(J) , ...,CJ

(J)#T can be
specified by minimizing the least-squares error between the
approximated solution~4! and the acoustic pressures mea-
sured onG

j5arg minE
G
uu2uJu2ds. ~5!

In general, the coefficientsCj
(J) change with the number

of expansion termsJ. Since the value ofJ that can lead to a
desired accuracy in reconstruction depends on the source ge-
ometry, type of expansion functions, measured data, and
noise embedded in the input data, it is impossible to guess
the smallest admissible number of expansion terms in~4!.

Let $xm
G %m51

M be a mesh onG and$xp
S%p51

P be a mesh on
S, whereM, P>J. Then, using the following matrix nota-
tion, we can write:

@FG#m j5c j~xm
G ;v!, m51,...,M ; j 51,...,J; ~6a!

@FS#p j5c j~xp
S ;v!, p51,...,P; j 51,...,J, ~6b!

and approximate the integral in~5! by the following discrete
weighted least-squares problem:

j5arg miniWG~FGj2uG
M !i2

2, ~7!

where uG
M5@u(x1

G),...,u(xM
G )#T, WG represents anM3M

nonsingular diagonal weight matrix whose elements are de-
termined by the quadrature formula and the mesh onG.

An unregularized solution of~7! can be written as the
pseudoinverse30 of FG denoted byFG

1 : j̃5FG
1uG

M . Accord-
ingly, the unregularized acoustic pressure onS is expressible
through a matrix multiplication

ũJ,S
P 5FSFG

1uG
M , ~8!

whereFSFG
1 implies aP3M pressure-to-pressure transfer

matrix of rankJ. The reconstructed acoustic pressure given
by ~8! can be rewritten in terms of a reduced SVD~Ref. 31!
of the transfer matrixFSFG

1

uJ,S
P 5 (

j 51

rank~FSFG
1

!
v̂ l , j* uG

M

s j
ûr , j , ~9!

wherev̂ l , j and ûr , j are the left and right singular vectors of
FSFG

1 , respectively,s j are nonzero singular values, and an
asterisk denotes a conjugate transpose.

Ill-posedness of a reconstruction problem is reflected in
the ill conditioning of the transfer matrix. It is seen from Eq.
~9! that a small singular values j can ruin the reconstructed
acoustic pressureuJ,S

P because any noise in the input data can
be greatly amplified. Thus, the solution by pseudoinverse~8!
is of little use because in practice the measured data are
always incomplete and inaccurate. Accordingly, when expan-
sion ~4! is used to project the acoustic pressure from the
measurement surfaceG toward a source surfaceS, it must be
regularized.8 In this paper, we use TR~Refs. 19, 24! to write
j as a minimizer of a smoothing functional

j5arg minH E
G
uu2uJu2ds1l2E

S
@ uuJu21u]vuJu2#dsJ ,

~10a!

wherel.0 is a regularization parameter and its integral mul-
tiplier represents a penalty imposed on both the recon-
structed acoustic pressure and normal velocity, namely, the
energy norm of the solution.32 It has been shown that impos-
ing a penalty on the reconstructed acoustic pressure alone
leads to a severe oversmoothing, and that on the recon-
structed normal surface velocity alone, tends to be less over-
smoothing, but that on both of these quantities yields an
optimal reconstruction.33

A discrete version of~10a! can be written in the follow-
ing form:

j5arg minH iWG~FGj2uG
M !i2

21l2IWSFFS

CS
Gj I

2

2J ,

~10b!

where uG
M5@u(x1

G ,v),...,u(xM
G ,v)#T, WS denotes aP3P

nonsingular diagonal weight matrix whose elements depend
on the quadrature formula and the mesh onS, andCS im-
plies a normal derivative ofc j (xp

S ;v), which is given by
@CS#p j5]vc j (xp

S ;v), p51,...,P, j 51,...,J.
For simplicity, we implement TR through the filter fac-

tors and generalized singular value decomposition~GSVD!
~Ref. 25! of a matrix pair (A,L), whereA5WGFG and L
5WS@CS

FS#. The filter factorsf j are expressed in terms of the

generalized singular valuesg j

f j
TR5

g j
2

g j
21l2

, j 51,...,J. ~11!

A modification of Tikhonov filter factors, which gives
less filtering, is referred to as the damped singular value
decomposition~DSVD!25

f j
DSVD5

g j

g j1l
, j 51,...,J. ~12!

Note that GSVD of (A,L) can be obtained from SVD of
a corresponding matrix quotientAL1 by permutations. How-
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ever, the resultant computational accuracy will depend on the
condition number of the penalty matrixL and will be accu-
rate only ifL is well-conditioned.34 Due to nonminimality of
a system of expansion functions, we can expectL to be ill
conditioned35 for most reconstruction surfaces. Therefore,
we should avoid computing GSVD by applying SVD to
AL1. A more efficient way of solving Eq.~10b! may be to
use Elden’s bidiagonalization,36 rather than the filter factors
at all.

Since the penalty matrixL5WS@CS

FS# has more rows than

columns with a full column rank, we may use aQR factor-
ization first forL5QLRL , and then calculate GSVD of the
matrix pair (A,L), instead of calculating GSVD of (A,L)
directly.

The regularization parameterl in Eq. ~10b! can be de-
termined by one of the following error-free PCMs: GCV,26

L-curve criterion,27 and QOC.28

In GCV, the regularization parameterl is obtained by
minimizing the GCV function26

G~l!5
iAjl2uM

G i2
2

@ trace~ I M2AA#!#2
, ~13a!

where A# denotes the regularized pseudoinverse ofA that
producesjl , andI M represents anM3M identity matrix.

The regularization parameter in QOC is obtained by
minimizing the following function:28

Q~l!5l Idjl

dl I
2

. ~13b!

The L-curve criterion27 is based on a parametric plot of
the norm of a regularized solutioniAjl2uM

G i2 versus the
residual normiLjli2 in a log–log scale with respect tol.
The corner of the L-curve~which is defined as a point of
maximum curvature! separates the horizontal part~where
regularization errors dominate! from the vertical part~where
perturbation errors dominate!, and thus represents a balance
between the regularization and perturbation errors.

Once the regularization parameter is specified, the least-
squares problem~10b! is solved and the expansion coeffi-
cientsCj

(J) are determined. Obviously, the values ofCj
(J) will

depend on the number of expansion termsJ and mesh sizes
M and P. If G is sufficiently smooth and the mesh onG
consists of equally spaced nodes using a rectangular rule in
discretization, the weight matrixWG is a constant multiple of
an identity matrix and can be omitted. Further, if TR process
is omitted, then Eq.~10b! reduces to the original HELS
formulation.7

It is emphasized that if the nodes$xm
G %m51

M are selected
arbitrarily, the weight matrixWG in Eq. ~10b! cannot be
omitted. To the best of the authors’ knowledge, only the rect-
angular rule in discretization has been used with the least-
squares method in reconstruction and scattering.

Using the notation defined in~10b!, we can now write
the reconstructed acoustic pressure on the source surfaceSas
uJ,S

P 5FSj, whereuJ,S
P 5@uJ(x1

S ,v),...,uJ(xP
S ,v)#T.37,38

III. CHOICE OF EXPANSION

In this section, we consider three expansions in HELS:
LSW,11 DSW,12 and DPS,13 all of which satisfy the Helm-
holtz equation and Sommerfeld radiation condition, and are
complete and linearly independent inL2(G) for any suffi-
ciently smoothG.

It is noted11 that completeness can be proved for yet
another system of functions, namely, the quasiplane waves.
However, these quasiplane waves are difficult to compute;
thus, they are excluded from our considerations.

In LSW, an approximate solution to the Helmholtz equa-
tion can be written as11,39

uJ~x;v!5 (
n50

N

(
m52n

n

anmhn
~1!~kr !Pn

umu~cosu!eimw, ~14!

whereanm represent the expansion coefficients, (r ,u,f) are
the spherical coordinates of a pointx5(x1 ,x2 ,x3), N is an
expansion order, and the total number of expansion terms is
J5(N11)2. The auxiliary source for LSW is located at the
origin of coordinate system.

Equation ~14! shows that LSW is very similar to the
original expansion in Eq.~4!, except the indexumu in the
associated Legendre functions is always positive. From the
definition of the associated Legendre functions,40 we see that
the functions with a negative indexm differ only by a con-
stant from the corresponding functions with a positive index
m, which can be absorbed by the expansion coefficientsanm .
Hence, LSW is actually the same as the expansion in~4!.

The auxiliary sources in DSW can be distributed on an
auxiliary surface conformal to the boundary ofD from the
inside or on an axis of symmetry ofD. For simplicity, we
consider the latter with thez axis as the axis of symmetry on
which nmax auxiliary sources are selected12

zn5z0 cosbn , n51,...,nmax, ~15!

wherez0 is chosen such that all the sources are located inD
~some of them may be close to the boundary ofD!, andbn

5(p/2nmax)1(@p(n21)#/nmax), n51,...,nmax.
The spherical coordinates of any point with respect to

the znth auxiliary sourcex2zne3 , which are denoted by
(r n ,un ,w), can be expressed in terms of either the rectangu-
lar (x1 ,x2 ,x3) or spherical (r ,u,w) coordinates

r n
25x1

21x2
21~x32zn!25r 2 sin2 u1~r 2 cos2 u2zn!2,

~16a!

sin2 un5
x1

21x2
2

r n
2

5
r 2 sin2 u

r n
2

. ~16b!

An approximate solution to the Helmholtz equation in
DSW ~Ref. 12! is then expressible as

uJ~x;v!5 (
n51

nmax

(
m52mmax

mmax

bnmhumu
~1!~krn!Pumu

umu~cosun!eimw,

~17!

wherebnm are the expansion coefficients,nmax is the number
of auxiliary sources, andmmax is the order of expansion. The
total number of expansion terms isJ5nmax(2mmax11).
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Comparing Eq.~17! to Eq.~14! shows that DSW spreads
an expansion with respect to several points rather than a
single point as LSW does. This may give DSW certain spe-
cial advantages in reconstructing acoustic quantities on an
elongated body when auxiliary sources are distributed along
the axis of elongation of the body, or on an arbitrary surface
when the auxiliary sources are distributed over a conformal
surface from the inside.

In DPS, the auxiliary sources are selected as a set of
point sources$xj% j 51

J distributed on a sufficiently smooth
surface insideD but close to its boundary.13 Accordingly, we
can express an approximate solution to the Helmholtz equa-
tion as

uJ~x;v!5(
j 51

J

cjh0
~1!~kux2xj u!, ~18!

wherecj are the expansion coefficients,J is the number of
point sources, andh0

(1)(kux2xj u) is a fundamental solution to
the Helmholtz equation.

These three expansions are adopted in HELS to recon-
struct the acoustic quantities on the surface of a vibrating
object in free space. The results thus obtained are validated
with respect to the benchmark values measured at the same
locations as the reconstruction points.

IV. EXPERIMENTAL SETUP

To examine the performance of HELS using these ex-
pansions, we conducted experiments on reconstructing
acoustic radiation from a JBL® speaker that consisted of a
woofer, midranger, and tweeter. This speaker system was
driven by an HP 8904A multifunction synthesizer dc-600
kHz and McIntosh MC352 power amplifier to produce white
noise inside a fully anechoic chamber in the Acoustics, Vi-
bration, and Noise Control Laboratory at Wayne State Uni-
versity. The acoustic pressures were measured by an array of
56 PCB T130D21 free-field microphones~see Fig. 1!. The
input data were transferred to a personal computer through
the Larson Davis digital sensor system model 100 for analog
to digital conversion. All data acquisition and postprocessing
were controlled by the computer.

The experimental procedures were as follows. First, the
radiated acoustic pressures on a planar surfaceG1 at 1-cm
clearance in front of the speaker were measured. These data

were taken as input to HELS using LSW, DSW, and DPS,
respectively, to reconstruct the acoustic pressures on a sur-
faceS1 at 0.5-cm clearance in front of the speaker up to 3275
Hz ~see Fig. 2!. Next, the reconstructed acoustic pressures on
S1 were compared with those measured at the same locations
as the reconstruction points for validation purpose. The mea-
surement points onG1 andS1 were equidistant, and the ori-
gin of the coordinate system was set at the geometric center
of the speaker. In particular, the auxiliary source for LSW
was placed inside the speaker, those for DSW were distrib-
uted along a vertical axis between the front surface and cen-
ter of the speaker box, and those for DPS were distributed on
a plane next to the front surface of the speaker.

For simplicity yet without loss of generality, we only
consider reconstruction of acoustic radiation from the
speaker front surface. Accordingly, we set the characteristic
dimensiona5A(0.28/2)21(0.42/2)250.28 m as the charac-
teristic dimension. Thus, for a frequency range of 200 to
3275 Hz, the dimensionless acoustic wave number was from
ka'1.0 to 16.6, where the speed of sound in the air at room
temperature wasc5344 m/s and the density of the air
r51.16 kg/m3.

From Eq.~14! we learn that the total number of expan-
sion terms for LSW isJ5(N11)2, whereN is the order of
expansion determined by the highest frequency of interest. In
general, we may setN5(ka)max'17, soJ5324. Hence, we
need at least 324 measurements onG1 to cover the specified
frequency range. In practice, we may have to truncate an
expansion to reduce distortion caused by a low S/N. In this
experiment, we setN59, soJ5100.

The number of expansion terms in DSW isJ
5nmax(2mmax11), where nmax is the number of auxiliary
sources, andmmax is the order of expansion, which is smaller
thanN in LSW. There are no known theories or methodolo-
gies that we can utilize to estimate the optimum values of
nmax andmmax for an arbitrarily shaped object. In general, the
values of nmax and mmax depend on the complexities of
source geometry and the highest frequency of interest. To
achieve the best result, it may be a good idea to set distances
among neighboring auxiliary sources to be less than one
wavelength of the highest frequency of interest and distribute
the auxiliary sources evenly on a conformal surface inside
the source boundary. For example, the front surface of the
speaker is a plane of 0.2830.42 m2, the highest frequency is
f max53275 Hz, its wavelength islmin'0.104 m, sonmax

5(0.28/0.104)3(0.42/0.104)'11. In this experiment we set
mmax54, so the number of expansion terms isJ599. There-

FIG. 1. An array of 56 microphones in front of a JBL speaker system.

FIG. 2. Schematic of the experiment measurement locations in front of the
speaker box.

705J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 T. Semenova and S. F. Wu: Choice of expansions in Helmholtz expansion



fore, we need to take about 100 measurements of the acous-
tic pressures onG1 to guarantee satisfactory reconstruction
over the specified frequency range.

In DPS, the auxiliary sources are distributed uniformly
on a surface conformal to a source boundary from the inside.
However, as in the case of DSW, the optimal number and
locations of these auxiliary sources are unknowna priori;
their determination is a topic of research by itself and will
not be considered here. Since the front surface of the speaker
is planar, it is sufficient to distribute the auxiliary sources on
a plane and setJ5nxnz , wherenx andnz are the numbers of
sources in thex- andz directions, respectively. Here, we set
nx510 andnz510, soJ5100.

In this experiment, 112 measurements of the acoustic
pressures were taken onG1 andS1 , respectively, which were
close to the estimated numbers of measurements for LSW,
DSW, and DPS. It is emphasized that the number of mea-
surement points may not be as critical as it seems. The con-
trolling factor is S/N value. If S/N is low, there is no way of
getting good reconstruction no matter how many measure-
ments are taken.

In Sec. V, we examine the effects of locations of auxil-
iary sources, condition numbers of the transfer matrices in
HELS, number of measurements, and regularization scheme
and PCM on the resulting accuracy in reconstruction.

V. RESULTS AND DISCUSSIONS

A. Locations of the auxiliary sources

Selection of the auxiliary source locations can be crucial
to the success of reconstruction. Although there is no known
theory that can depict exactly the inter-relationship between
locations of auxiliary sources and rate of convergence of
resultant expansion and reconstruction accuracy, the follow-
ing guideline is clear: The analytic continuation of solution
to the Helmholtz equation requires that the surface on which
auxiliary sources are distributed must enclose all singulari-
ties of an acoustic field.11

However, the singularities for a given acoustic field are
unknowna priori. To circumvent this difficulty in studying
the effect of an auxiliary surface location, we start from an
arbitrarily selected auxiliary surface, and measure acoustic
pressures on surfacesG1 andS1 , respectively. Then, we sub-
stitute the data measured onG1 to Eq. ~10b! to reconstruct
acoustic pressures onS1 , and calculate mean relative errors
in reconstruction with respect to the benchmark data onS1 .
Next, we move the auxiliary surface to a different location,
reconstruct the acoustic pressures onS1 , and calculate the
mean relative errors of reconstruction with respect to those
measured onS1 again. Note that there is no need to remea-
sure acoustic pressures onS1 . This process is repeated until
mean relative errors in reconstruction are minimized, which
leads to the optimal location of an auxiliary surface for a
given frequency and a set of measurements.

It is emphasized that in practice we only measure acous-
tic pressures on a surfaceG1 . The reason for taking an ad-
ditional set of measurements onS1 is to develop a guideline
for selecting an optimal location of an auxiliary surface for a
specific expansion function. Needless to say, the impact of an

auxiliary surface location for different expansions is differ-
ent. Hence, by taking an independent set of measurements on
S1 , we can validate the reconstructed acoustic pressures, de-
termine the optimal location of an auxiliary surface for a
given expansion function, and study the sensitivity of the
auxiliary surface on the reconstruction accuracy using this
expansion.

Figure 3 depicts the mean relative errors in reconstruct-
ing acoustic pressures onS1 using LSW, DSW, and DPS,
respectively, with respect to auxiliary sources located on a
planey52y0 , wherey0 varies from20.17 to 0.13 m, at a
fixed frequency 1690 Hz. In particular, the auxiliary sources
are uniformly distributed on a plane for DPS, along a line for
DSW, and at a single point for LSW. The results show that
DSW is relatively insensitive to the auxiliary surface loca-
tions as compared to LSW and DPS. At the optimum auxil-
iary surfaces, LSW and DSW yield nearly the same level of
accuracy in reconstruction, whereas DPS produces a slightly
lower accuracy in reconstruction.

It is interesting to observe that LSW places its optimum
location of an auxiliary surface near the origin of the coor-
dinate system, DSW moves its optimum auxiliary surface
away from the origin of the coordinate system toward the
front surface, and DPS puts its optimum auxiliary surface
right behind the front surface of the speaker system.

Note that the stand-off distance and frequency can also
affect the reconstruction accuracy. However, their effects are
negligibly small as compared to those of an auxiliary source
surface location. Hence, we focus on the determination of
optimal locations of auxiliary source surfaces by minimizing
the mean relative errors in reconstruction with respect to an
independent set of measurements onS1 .

B. Condition number of the transfer matrices

Reconstruction of acoustic radiation from any source is
an ill-posed problem. As a result, the transfer matrix in
HELS may be ill conditioned. Ill conditioning of any matrix
is measured by the 2-norm condition number, defined as the
ratio of the largest to smallest singular values of the matrix.25

This can be done prior to taking any measurements, if the
frequency and measurement and reconstruction locations are
specified. In many cases, if the condition number is of the

FIG. 3. Comparison of the auxiliary surface locations at 1690 Hz. ———
for LSW; -•- DSW; and¯ DPS.
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order ofO(103) or higher, the matrix may be ill conditioned;
if the condition number is of the order ofO(102) or lower,
the matrix is more or less well conditioned. Regularization
may be omitted if a transfer matrix is well conditioned, but
must be implemented if the matrix is ill conditioned.

In our experiments, the condition numbers of the trans-
fer matrices for a selected stand-off distance and frequency
are as follows:O(10) for DSW,O(102) to O(103) for LSW,
andO(105) for DPS. Therefore, for the same frequency and
measurement and reconstruction locations, DSW provides
the best-conditioned transfer matrix among all three expan-
sions. This is expected because DSW uses a lower-order
spherical Hankel function (mmax54) than LSW does (N
59). The small singular values are always associated with
high-order terms, and the condition number of a transfer ma-
trix containing the high-order terms is much larger than that
of a transfer matrix containing the low-order terms. The rea-
son DPS produces an ill-conditioned transfer matrix may be
attributed to the fact that the sound field produced by the
present speaker system cannot be adequately described by a
distribution of point sources. Consequently, the resultant
transfer matrix in DPS becomes rank deficient and ill condi-
tioned.

From the condition numbers of the transfer matrices, we
see that regularization is needed for DPS and LSW, but un-
necessary for DSW. Note that condition numbers are calcu-
lated before measurements are taken; hence, no information
on noise level in the input data is available. As a result, we
have to resort to an error-free PCM in regularization.

One of our main objectives in this paper is to examine
the performance of HELS by using various expansions to
reconstruct acoustic radiation from an arbitrary source. To
this end we first calculate an ideal regularization parameter
by minimizing reconstruction error with respect to the
benchmark data onS1 . This benchmark solution allows for
assessing not only the reconstruction accuracy, but also the
impact of reducing measurement number on reconstruction
using various expansions. This latter is of great importance
since in practice fewer measurements mean bigger savings in
costs and manpower.

C. Effect of measurement number

The effect of the number of measurements on recon-
struction accuracy is examined in this section. Figures 4–6
depict the mean relative errors in reconstructing the acoustic
pressure using LSW, DSW, and DPS, respectively, based on
different numbers of measurements. Apparently, in this fre-
quency range the more the measurements are taken, the
higher the accuracy of regularized reconstruction becomes.
This is usually true when the S/N in the measured data is
high.

Secondly, regularization can significantly enhance the
reconstruction accuracy, especially at higher frequencies.
This is obvious in Figs. 4 and 6 since the transfer matrices
for LSW and DPS are ill conditioned. However, the impact
of regularization on reconstruction accuracy for DSW is not
as drastic~see Fig. 5!, because its transfer matrix is more or
less well conditioned. Note that we have used ideal regular-
ization parameters for all three expansions to maximize this

effect. The calculated regularization parameters for LSW and
DPS increased monotonically with frequency from 0.002 to
0.05, whereas it remained negligibly small at 0.0008 for
DSW. This implied that there was almost no need for regu-
larization in DSW within this frequency range.

Thirdly, results show that even with an ideal regulariza-
tion parameter, DPS failed to yield a compatible level of
accuracy with DSW and LSW under the same set of input
data. Moreover, DPS is more sensitive to PCM than DSW
and LSW are.

Finally, it is important to mention that for ill-conditioned
transfer matrices, increasing the numbers of measurements
and expansion terms in HELS without implementing regular-
ization will only increase distortions in reconstruction. This
is seen in DPS expansion. As the number of measurements
was doubled, the mean relative errors in nonregularized re-
construction exceeded 200%~the corresponding curve was
omitted in Fig. 5 for clarity!. The reason for that was that the
high-order terms in DPS expansion were contaminated by
noise embedded in measured data, and these disturbances
were significantly amplified as the acoustic pressures were

FIG. 4. Comparison of the mean relative errors in reconstructing acoustic
pressures by LSW. ——— 56 measurements with an ideal regularization
parameter; --- 112 measurements with no regularization;¯ 112 measure-
ments with an ideal regularization parameter.

FIG. 5. Comparison of the mean relative errors in reconstructing acoustic
pressures by DSW. ——— 56 measurements with an ideal regularization
parameter; --- 112 measurements with no regularization;¯ 112 measure-
ments with an ideal regularization parameter.
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projected back toward a source surface. When the transfer
matrix is not very highly ill conditioned, as in LSW, increas-
ing the measurement number can improve reconstruction ac-
curacy up to certain frequency without regularization~see
Fig. 4!. When the transfer matrix is more or less well condi-
tioned, for example, in DSW, increasing the measurement
number allows for an increase in the number of expansion
terms, which can enhance the reconstruction accuracy even
without regularization~see Fig. 5!.

D. Choice of regularization

In many engineering applications, the noise level em-
bedded in the input data is unknowna priori. Thus, we must
rely on an error-free PCM in regularization. In this study, we
want to find out if there exists an optimal regularization with
an error-free PCM for each of DSW, LSW, and DPS expan-
sions in HELS. To this end, we examine performances of all
possible combinations of TR and its modification imple-
mented through GSVD and DSVD, together with various
penalty functions with respect to pressure, normal velocity,
or both, and error-free PCM such as GCV, L-curve, and QOC
to select the best regularization parameter. It is seen that for
some expansions, it is possible to find the optimal regular-
ization with an error-free PCM that can produce an almost
ideal regularization parameter over a wide frequency range,
but for other expansion such optimal combinations are not
possible. For brevity, we summarize the most important re-
sults here.

~1! The optimal regularization for DSW is modified TR
implemented by DSVD, and the best regularization param-
eter can be provided by L-curve together with an energy
norm as its penalty function.

~2! The optimal regularization for LSW is TR imple-
mented by GSVD with its regularization parameter deter-
mined by GCV and with an energy norm as its penalty func-
tion. Depicted in Fig. 7 is a comparison of the mean relative
errors in reconstruction using LSW and TR, with its regular-
ization parameter determined by different error-free PCMs. It
is clear that the regularization parameter given by GCV is

almost identical to the ideal value over the specified fre-
quency range, that provided by L-curve is close to an ideal
one, but those produced by QOC are way off the target.
Figure 8 indicates the regularization parameters given by
GCV, L-curve, and QOC for TR in LSW versus the fre-
quency. Results illustrate that GCV yields nearly the ideal
regularization parameters, L-curve gives a regularization pa-
rameter close to the ideal one, but the regularization param-
eter provided by QOC is off by at least two orders of mag-
nitude of an ideal value.

~3! For DPS, it is not possible to find one regularization
scheme that can produce satisfactory reconstruction over a
wide frequency range. In fact, we must utilize different com-
bination of regularization, penalty function, and error-free
PCM to select an optimal regularization parameter for differ-
ent frequency.

Figure 9 summarizes the results of this investigation on
optimal choices of regularization schemes for DSW, LSW,
and DPS expansions in HELS. Comparing Fig. 9 with Figs. 4
and 5 reveals that using the optimal regularization schemes,
for example, TR implemented by DSVD with its regulariza-

FIG. 6. Comparison of the mean relative errors in reconstructing acoustic
pressures by DPS. ——— 56 measurements with an ideal regularization
parameter;̄ 112 measurements with an ideal regularization parameter.

FIG. 7. Comparison of the mean relative errors in reconstructing acoustic
pressures using LSW in HELS with TR and various error-free PCM. -•-
QOC; --- L-curve;¯ GCV; ——— ideal case.

FIG. 8. Comparison of regularization parameters calculated by various
error-free PCMs for reconstruction of the acoustic pressure using LSW in
HELS. -•- QOC; --- L-curve;¯ GCV; ——— ideal case.
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tion parameter determined by L-curve for DSW, and TR with
its regularization parameter determined by GCV for LSW,
we can get the same level of reconstruction accuracy as that
produced by ideal regularization. On the other hand, when
we rely on a single regularization scheme, for example, TR
and GCV for DPS, the mean relative reconstructions errors
can be very large, especially at higher frequencies. This can
be seen by comparing the mean relative errors in Fig. 9 with
those in Fig. 5.

It must be emphasized that there is no single regulariza-
tion strategy that can yield the best reconstruction for all
sources under all circumstances. For example, although TR
and DSVD plus L-curve work well for DSW in the present
case, it may not work well in a different scenario or in a
different frequency range. The best regularization strategy is
always case dependent. Also, we must keep in mind that an
error-free PCM can fail to yield a convergent regularization
parameter at all. On the other hand, it is always advanta-
geous to take double-layer measurements whenever possible.
These double-layer measurements can help us to device op-
timal regularization schemes and produce the best recon-
struction of the acoustic quantities.

VI. CONCLUSION

The performance of HELS using expansions of DSW,
LSW, and DPS to reconstruct the acoustic pressures radiated
from a general sound source is examined. The effects of
locations of auxiliary surfaces for various expansions, regu-
larization schemes together with error-free PCMs, and pen-
alty functions on the resultant reconstruction accuracy are
investigated.

Results show that DSW leads to the best-conditioned
transfer matrix, is the least sensitive to choices of auxiliary
surfaces locations, and yields the most satisfactory recon-
struction over a wide frequency range. LSW is the next best
choice of expansion for HELS, its transfer matrix may be
weakly ill conditioned, and its optimal auxiliary source loca-
tion is close to the geometric center of a source. If the opti-
mal location for the auxiliary source is selected, LSW can
yield nearly the same level of accuracy in reconstruction as

DSW does. Moreover, it is possible to improve the recon-
struction accuracy in LSW by increasing the measurements
taken at very close range to the source surface, even without
regularization. DPS gives a highly ill-conditioned transfer
matrix and is very sensitive to an auxiliary surface location.
The reason for that may be due to the fact that the acoustic
pressure radiated from an arbitrary source may not be ad-
equately described by a distribution of point sources. When
DPS expansion is used in HELS, it is necessary to implement
regularization in order to obtain a convergent reconstruction.

The optimal regularization for DSW is modified TR
implemented by DSVD plus L-curve to determine a regular-
ization parameter with an energy norm as its penalty func-
tion. The optimal regularization for LSW is TR implemented
by GSVD plus GCV to determine its regularization param-
eter with an energy norm as its penalty function. There is no
single optimal regularization scheme that can produce satis-
factory reconstruction over a wide frequency range for DPS.
In this case, different regularization schemes must be used at
different frequencies in order to produce satisfactory recon-
struction.

It is emphasized that, although it is possible to find the
optimal regularization schemes for DSW and LSW, they may
not hold in different scenarios or frequency regimes. In other
words, there is no single regularization strategy that can
guarantee good reconstruction for all sources under all con-
ditions.

Finally, it is always a good idea to take double-layer
measurements. Such measurements can help us to determine
the optimal auxiliary surface location for particular expan-
sion functions in HELS and to select the optimal regulariza-
tion scheme that includes choosing penalty functions and
error-free PCMs to yield the best regularization parameter.
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The reconstruction of the acoustic field for general surfaces is obtained from the solution of a matrix
system that results from a boundary integral equation discretized using boundary element methods.
The solution to the resultant matrix system is obtained using iterative regularization methods that
counteract the effect of noise on the measurements. These methods will not require the calculation
of the singular value decomposition, which can be expensive when the matrix system is
considerably large. Krylov subspace methods are iterative methods that have the phenomena known
as ‘‘semi-convergence,’’ i.e., the optimal regularization solution is obtained after a few iterations. If
the iteration is not stopped, the method converges to a solution that generally is totally corrupted by
errors on the measurements. For these methods the number of iterations play the role of the
regularization parameter. We will focus our attention to the study of the regularizing properties from
the Krylov subspace methods like conjugate gradients, least squares QR and the recently proposed
Hybrid method. A discussion and comparison of the available stopping rules will be included. A
vibrating plate is considered as an example to validate our results. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1841511#
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I. INTRODUCTION

Near-field acoustic holography~NAH! is a technique
that uses near-field measurements for the reconstruction of
the acoustic field~pressure, normal velocity, and intensity!.
This technique has had a tremendous success analyzing
sources with geometries which conform closely to one of the
separable geometries of the acoustic wave equation. In par-
ticular, considerable work has been performed to analyze
sources in planar, spherical, and cylindrical geometries.1,2

The limitation on source geometry is eliminated by using a
reconstruction process that is based on the boundary element
method~BEM!. The BEM is a numerical technique which
uses an integral representation, to the solution of the govern-
ing equation, to produce theGreen’s transfer functions.
These transfer functions relate the pressure measurements
with the acoustic field. The solution to NAH is given by an
inversion of the transfer functions by specialregularization
methods, which will reduce the effect of measurement errors.
This methodology of NAH is called the inverse boundary
element method~IBEM!. The IBEM is broken into two
classes, depending on the integral formulations: the direct
formulations,3–7 which spring from the Helmholtz–
Kirchhoff integral equation ~HIE!, and the indirect
formulations,8–13 which manipulate the HIE and solve for a
fictitious source distribution. The conventional technique
uses these formulations to produce anexplicit representation
of the Green’s transfer function, which requires the inversion
of matrices. Later a new technique, which was implemented
in Refs. 14–16, avoids these inversion of matrices using an
implicit representation to the Green’s transfer functions. The
common implementation procedure of regularization, for all

the previous formulations and representation techniques, is
based on the calculation of the singular value decomposition
~SVD!. The calculation of the SVD considerably increases
the computation time and storage requirements of the regu-
larization method. As an alternative to these problems, regu-
larization methods can be implemented via iterative proce-
dures.

The classical iterative method for the solution of ill-
posed problems is called Landweber~see Ref. 17! and was
proposed in 1951. This method has been extensively used
over the years,18–20 although its convergence to the optimal
solution is very slow. Efforts were made to accelerate Land-
weber iterations by Hanke in Ref. 21, which produced the so
calledn-methods. More recently the use of some Krylov sub-
space iterative methods, like conjugate gradients,22 has re-
ceived most of the attention from the mathematical commu-
nity. Conjugate gradients rapidly converge to the optimal
regularization solution which is its most attractive property
~see Ref. 23!. This iterative method was successfully used
for the solution to NAH~see Refs. 15 and 24!, and it was
found that the rapid convergence~attractive for the reduction
of the computation time! will create difficulties for the de-
velopment of a reliable stopping rule. Another important
Krylov subpace iterative method is least squares QR
~LSQR!.25 This particular iterative method is equivalent to
conjugate gradients, with the advantage of producing an or-
thogonal basis at each iteration. This orthogonal basis is used
for a recently proposed method called the hybrid method,26

which implements an ‘‘inner’’ regularization at each itera-
tion. The hybrid method combines the computational effi-
ciency of iterative methods with reliable stopping rules.

We present in this paper a study of the regularization
properties of the Krylov subspace iterative methods like con-
jugate gradients and LSQR. We will pay particular attentiona!Electronic mail: valdivia@pa.nrl.navy.mil
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to LSQR since we will show that the orthogonal basis, which
this method produces at each iteration, can be used to create
a partial SVD. The partial SVD is used to explain the semi-
convergence phenomena of Krylov subspace methods in the
NAH problem. Similarly the partial SVD is a key element
for the understanding of the recently proposed hybrid meth-
ods. There are several open questions about these methods,
and perhaps the most relevant for us will refer to the proper
‘‘inner’’ regularization to be used with the partial SVD. Our
study will be done for the explicit and implicit approaches as
in Ref. 16.

II. BOUNDARY ELEMENT REPRESENTATION

Let G be a domain inR3, interior to the boundary sur-
faceG where we assume thatG is allowed to have edges and
corners. Similarly, we will denote asG1 the region outside
of G that shares the same boundaryG. As shown by Fig. 1, in
interior~exterior! NAH the acoustical sensors are placed on a
surfaceG0 inside ~outside! the domainG. These are used to
measure the pressurep and the fundamental problem is to
recover the acoustic field~pressure, normal velocity, and nor-
mal intensity! on G.

For a time-harmonic (e2 ivt) disturbance of frequencyv
the sound pressurep can be represented by thedirect formu-
lation ~also known as the Helmholtz–Kirchhoff integral! for
x5(x1 ,x2 ,x3)PG1 as

p~x!5~Dp!~x!2 ivr~Sv !~x! ~exterior NAH!, ~1!

or for xPG as

p~x!5 ivr~Sv !~x!2~Dp!~x! ~ interior NAH!, ~2!

where the operator notationS andD is used as in27,28

~Sf!~x!ªE
G
F~x,y!f~y!dS~y!, ~3!

~Df!~x!ªE
G

]F~x,y!

]n~y!
f~y!dS~y!, ~4!

and

F~x,y!5
exp~ ikux2yu!

4pux2yu
. ~5!

In Eqs.~1! and~2!, r is the mean fluid density and in Eq.~4!
n is the unit normal with direction shown in Fig. 1. In Eq.
~5!, k5v/c is the wave number andc the constant for the
speed of sound. In addition to the integral representation in
Eq. ~1! or ~2! we will consider theindirect formulation, as
suggested by Refs. 14 and 15, forxPG ~or G1)

p~x!5~Sw!~x!, ~6!

wherew is a density function.
The solution to NAH by the direct or indirect formula-

tion will use the jump relations~Ref. 27, Theorems 2.13 and
2.19! for Eq. ~4! and the normal derivative of Eq.~3! when
xPG,

~Df!6~x!ªE
G

]F~x,y!

]n~y!
f~y!dS~y!6V~x!f~y!, ~7!

S ]S

]n
f D 6

~x!ªE
G

]F~x,y!

]n~x!
f~y!dS~y!7V~x!f~x!,

~8!

whereV~x! is the solid angle coefficient given by the inte-
gral formula

V~x!52E
G

]

]n~y! S 1

4pux2yu D , xPG. ~9!

The superscript sign ‘‘1’’ in Eqs. ~7! and ~8! is used for
exterior NAH and ‘‘2’’ for interior NAH. This notation will
be kept through the rest of this work.V~x! will be 1

2 for all
xPG, whenG is a smooth surface.

For the numerical solution of NAH, the boundary sur-
face G is decomposed into triangular elements with three
nodes or quadrilateral elements with four nodes. In this paper
~as recommended in Refs. 16 and 15!, iso-parametric linear
functions are selected for interpolating the geometric and
acoustical quantities. Letp be a column vector that repre-
sentsM pressure measurements onG0 , and the column vec-
tor ps, vs respectively representsN pressure and normal ve-
locity points onG. As in Ref. 16, Eqs.~3! and~4! are reduced
to the M3N complex matrices@S# and @D# when xPG0 .
Similarly, whenxPG, Eqs.~3!, ~7!, and~8! are reduced to the
N3N complex matrices@Ss#, @D6#, and@K6#, respectively.

As explained in Ref. 16, thedirect-explicit ~DE! ap-
proach~the traditional approach for the solution of NAH! is
based on the explicit creation of theGreen’s transferfunc-
tions. That means that the DE approach creates theM3N
complex matrices@Gd

6#, @Gn
6# such that

@Gd
6#ps5p, ~10!

@Gn
6#vs5p. ~11!

Matrices@Gd
6#, @Gn

6# are formed explicitly using represen-
tation in Eq.~2! and the jump relation in Eq.~7!:

@Gd
6#56~@D#2@S#@Ss#21~@D6#7@ I # !!, ~12!

@Gn
6#56 ivr~@D#~@D6#7@ I # !21@Ss#2@S# !. ~13!

As an alternative to the DE approach, this inverse prob-
lem can also be solved with anindirect-implicit ~IM ! ap-

FIG. 1. Formulation for~a! interior NAH and~b! exterior NAH.

712 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 N. Valdivia and E. G. Williams: Krylov methods for near-field acoustic holography



proach as in Refs. 14–16. The indirect formulation in Eq.~6!
is used to solve

@S#w5p ~14!

for the column vector ofN entriesw. Then the normal ve-
locity will be obtained using Euler’s equation and Eq.~8!,

vs5
1

ivr
@K6#w. ~15!

Similarly the pressure onG will be obtained using

ps5@Ss#w. ~16!

III. NUMERICAL REGULARIZATION

For the experimental problem, the exact pressurep is
perturbed by measurement errors. We denote the measured
pressure asp̃. If the elements of the perturbatione5p̃2p are
Gaussian~unbiased and uncorrelated! with covariance matrix
s0

2@ I #, thenE(iei2
2)5Ms0

2, wherei•i2 is the two-norm. It
is well known that the linear systems on Eqs.~10!, ~11!, and
~14! are ill-posed, i.e., the errors inp̃ will be amplified on the
solutionsps, vs, or w, and in most of the cases the recovery
will be useless. For that reason specialregularization meth-
odsare required to find the solution of these linear systems.

Consider the solution of the generic ill-posed linear ma-
trix system

@A#z5p̃, ~17!

where z is a column vector ofN entries and@A# is an M
3N complex matrix@as in Eqs.~10!, ~11!, and ~14!#. As
explained in Ref. 29, regularization methods for the solution
z of Eq. ~17! can be divided into two types:direct and itera-
tive.

A. Direct regularization

For the direct regularization, the matrix@A# of the linear
system in Eq.~17! will be decomposed using the singular
value decomposition~SVD!. The SVD of@A# will be

@A#5@U#@S#@V#H, ~18!

where @U# and @V# are unitary matrices of dimensionsM
3M and N3N, respectively, and@V#H is the conjugate
transpose of@V#. @S# is a diagonal matrix with valuess1

>¯>sN* >0 and N* [rank(@A#). The values s i are
calledsingular values.

Denote asui , i 51,...,M , andvi , i 51,...,N, the columns
of @U# and @V#, respectively. For NAH,ui , vi will be an
approximation to the acoustic field by basic acoustic waves
or mode shapes~see Ref. 7!. In particular when@A#5@Gn#
@as in Eq.~11!#, ui will be the modes of the measured pres-
sure onG0 andvi will be the modes of the normal velocity
on G. These modes are organized in such a way that the first
modes are related with the nonevanescent waves and the last
modes will be related with the evanescent waves. The nu-
merical solution of Eq.~17! by conventional methodszLS can
be represented using the SVD as

zLS5@V#@S#†@U#Hp̃5(
i 51

N* S ui
Hp̃

s i
D vi , ~19!

where @S#†[diag(1/s1 ,...,1/sN* ) is the Pseudo-inverse of
@S#. Notice that this solution will include modesui , vi that
are related to both nonevanescent and evanescent waves. It is
well known that the modes related to the evanescent waves
will produce the fine details of the reconstructionzLS , but at
the same time will amplify the noise inp̃. Regularization
methods for the solution to this inverse acoustic problem will
need to include enough of these modes in order to obtain the
desired resolution, and at the same time exclude some of
these modes that are totally corrupted with noise.

Regularization methods can be implemented using the
SVD and the filter matrix@Fa#5diag(f1

a ,...,fN*
a ) by modify-

ing Eq. ~19! as

za5@V#@Fa#@S#†@U#Hp̃5(
i 51

N*

f i
aS ui

Hp̃

s i
D vi , ~20!

where a is the regularization parameter andf i
a , i

51,...,N* , are thefilter factors ~see Refs. 30 and 29!. The
parametera will control the inclusion of modes related to
evanescent waves into the solutionza . The best known regu-
larization method is Tikhonov and will be implemented us-
ing the filter factors

f i
a5

s i
2

s i
21a

. ~21!

The topic of direct regularization methods for linear ma-
trix systems have been extensively studied in the last few
decades. There are many other approaches depending on the
particular problem, such as the use of Tikhonov regulariza-
tion with a high-pass filter~see Ref. 31! which uses the
physical behavior of the evanescent waves to produce an
optimal filter.

B. Iterative methods

Iterative regularization methods for the linear system
~17! are based on iteration schemes that access the coeffi-
cient matrix@A# only via matrix-vector multiplications with
@A# and@A#H. They produce a sequence of iteration vectors
z( l ) , l 51,2,3,..., that converge tozLS in Eq. ~19!. For ill-
posed linear systems like Eqs.~10!, ~11!, and ~14!, these
methods produce the phenomena of ‘‘semi-convergence,’’
i.e., the vectorz( l ) approaches the optimal regularization so-
lution after a few iterationsl. If the iteration is not stopped,
the method converges to the least squares solutionzLS in Eq.
~19! which is generally totally corrupted by the noisy datap̃.
In this case each iteration vectorz( l ) can be considered as a
regularized solution, with the iteration numberl playing the
role of the regularization parameter. These iterative methods
are preferable to direct methods when the matrix@A# is so
large that it is too time consuming or too memory-
demanding to work with the SVD of@A#. In the next section
we will discuss a special type of iterative method called the
Krylov subspace methods.

IV. KRYLOV SUBPACE ITERATIVE METHODS

In this section we present some general features of the
Krylov subspace methods, and restrict our exposition for two
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of these methods: conjugate gradients for the normal equa-
tions ~CGNE! and least squares QR~LSQR!. Consider the
normal equations of Eq.~17!,

@A#H@A#z5@A#Hp̃. ~22!

The solution to Eq.~22! is equal to the least squares solution
zLS given in Eq.~19!. The CGNE iterative algorithm~given
in Table I! produces, for each iterationl, the vectorz( l ) that
approximates the least squares solutionzLS to Eq. ~22!. No-
tice from Table I, line 6, that on iterationl 51 of CGNE,z(1)

is formed by the vector@A#Hp̃ multiplied by a constant. On
iteration l 52, z(2) is formed by c1@A#Hp̃1c2(@A#H@A#)
3@A#Hp̃, wherec1 , c2 are constants. Similarly, for eachl, a
vectorz( l ) can be expressed as

z~ l !5(
i 50

l 21

ci~@A#H@A# ! i@A#Hp̃, ~23!

whereci , i 50,...,l 21 are constants. In mathematical nota-
tion, this combination of vectors is called theKrylov sub-
space l, and is denoted asK( l )(@A#Hp̃,@A#H@A#). We write,
instead of Eq.~23!, z( l )PK( l )(@A#Hp̃,@A#H@A#). There are a
variety of iterative methods that, for each iterationl, produce
vectorsz( l ) that belong to the Krylov subspacel @at each
iterationz( l ) can be written as Eq.~23!#. For that reason these
methods are calledKrylov subspace methods~see Ref. 23!. It
is not obvious, but it can be shown that in general the Krylov
subspace methods will approximate the least squares solution
zLS to Eq.~22! asl increases~see Appendix A!. CGNE is the
most representative Krylov subspace method for the solution
to the normal equations in Eq.~22!. There is also a wide
variety of well-known Krylov subspace methods like Land-
weber or generalized minimal residual~GMRES! ~see Ref.
23 for more information!. When the matrix@A# in Eq. ~17! is
square~the dimensionsM5N), then Krylov subspace meth-
ods like GMRES are more commonly used. These methods
are based directly on the solution to Eq.~17! where z( l )

PK( l )(p̃,@A#) ~see Refs. 32–34!.
Despite the simplicity of the CGNE algorithm, each it-

eratez( l ) has minimal residual inK( l )(@A#Hp̃,@A#H@A#), i.e.,
z( l ) satisfies

i@A#z~ l !2p̃i2<i@A#h2p̃i2 , ~24!

for all vectorshPK( l )(@A#Hp̃,@A#H@A#). Another important
property of the CGNE algorithm is that

i@A#z~ l !2p̃i2<i@A#z~ l 21!2p̃i2 , iz~ l 21!i2<iz~ l !i2 .
~25!

The proof of these properties is rather technical, so we rec-
ommend Refs. 30 and 23 for more details.

Although CGNE has been used previously for deriving
solutions in NAH~see Refs. 15 and 24!, we strive for physi-
cal understanding of the resultant iteration vectorsz( l ) , simi-
lar to the understanding obtained from the SVD in direct
regularization methods~see Ref. 7!. The key to the physical
understanding of CGNE lies on the physical meaning of the
Krylov subspaceK( l )(@A#Hp̃,@A#H@A#), which is not obvi-
ous. To gain this understanding we pursue the LSQR algo-
rithm ~see Refs. 25 and 35!, a Krylov subspace method that
has the advantage of creating a basis of orthonormal vectors
for K( l )(@A#Hp̃,@A#H@A#), a more favorable property for our
further discussion. We will also discuss an important connec-
tion between CGNE and LSQR in the next subsections.

A. Lanczos bidiagonalization and LSQR

The Lanczos bidiagonalization algorithm~given in Table
II ! with starting vectorp̃ produces a bidiagonal (l 11)3 l
real matrix @B( l )# and two complex matrices@U( l 11)# and
@V( l )# of dimensionsM3( l 11) and N3 l , respectively,
with orthonormal columns such that

@A#@V~ l !#5@U~ l 11!#@B~ l !#. ~26!

The bidiagonal matrix@B( l )# is given by

@B~ l !#5S a~1!

b~2! a~2!

b~3! �

� a~ l !

b~ l 11!

D .

We denote asv( j ) , j 51,...,l , the columns of@V( l )#, and as
u( j ) , j 51,...,l 11, the columns of@U( l 11)#.

Looking at the Lanczos bidiagonalization algorithm in
Table II, notice that on iterationl 51, v(1) is formed by the
vector @A#Hp̃ multiplied by a constant. On iterationl 52,
v(1) , v(2) are formed byc1@A#Hp̃1c2(@A#H@A#)@A#Hp̃,
wherec1 , c2 are constants. Then, as in the explanation of the
CGNE algorithm, we have v(1) ,...,v( l )PK( l )

3(@A#Hp̃,@A#H@A#). Moreover,v(1) ,...,v( l ) form an ortho-
normal basis forK( l )(@A#Hp̃,@A#H@A#). In numerical com-

TABLE I. Algorithm for conjugate gradients for the normal equations.

starting vectorz(0)50
r (0)5p̃
d(0)5@A#Hr (0)

for l 51,2,...(<N* )
a ( l )5i@A#Hr ( l 21)i2

2/i@A#d( l 21)i2
2,

z( l )5z( l 21)1a ( l )d( l 21) ,
r ( l )5r ( l 21)2a ( l )@A#d( l 21)

b ( l )5i@A#Hr ( l )i2
2/i@A#Hr ( l 21)i2

2,
d( l )5@A#Hr ( l )1b ( l )d( l 21) ,

TABLE II. Algorithm for Lanczos bidiagonalization.

initial step
b (1)5i p̃i2 , u(1)5b (1)

21p̃, v(0)50.
for l 51,2,...(<N* )

r ( l )5@A#Hu( l )2b ( l )v( l 21)

for j51,...,~ l 21!
r ~ l !5r ~ l !2~v~ j !!

Hr ~ l !v~ j !
J ~Reorthogonalization!

a ( l )5ir ( l )i2

v( l )5r ( l ) /a ( l )

q( l )5@A#v( l )2a ( l )u( l )

for j51,...,~ l 21!
q~ l !5q~ l !2~u~ j !!

Hq~ l !u~ j !
J ~Reorthogonalization!

b ( l 11)5i q̃( l )i2

u( l 11)5q( l ) /b ( l 11)
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putations, the columns of@U( l 11)# and @V( l )# can fail to be
orthonormal, which will be an undesirable effect. The Lanc-
zos algorithm in Table II includes a reorthogonalization step
~as suggested in Ref. 36! for the columns of@U( l 11)#, @V( l )#,
in order to avoid this complication.

The LSQR algorithm uses Lanczos bidiagonalization
given by Eq.~26! to define the iteration vector

z~ l !5@V~ l !#@B~ l !#†@U~ l 11!#Hp̃, ~27!

where @B( l )#†[(@B( l )#H@B( l )#)21@B( l )#H is the pseudo-
inverse of@B( l )#. It is well known thatz( l ) in Eq. ~27! has the
property given in Eq.~24! ~see Ref. 36!. Since both LSQR
and CGNE produce a vectorx( l ) with minimal residual norm
i@A#z( l )2p̃i2 over the Krylov subspace K( l )

3(@A#Hp̃,@A#H@A#), then it follows that the vectorz( l ) pro-
duced by iterationl of LSQR is the same as the one produced
by iteration l of CGNE. In practice, LSQR is not imple-
mented as explicitly written in Eq.~27!, instead the algo-
rithm is based on an efficient update ofz( l 21) into z( l ) , at the
cost of one additional iteration vector of lengthN, and nei-
ther @U( l 11)# nor @V( l )# needs to be stored~see Refs. 25 and
35!.

B. The link between the Krylov subspace and the
SVD

Let us define the SVD of@B( l )#,

@B~ l !#5@Ũ~ l !#@S̃~ l !#@Ṽ~ l !#H, ~28!

where@Ũ( l )#, @Ṽ( l )# are (l 11)3( l 11), l 3 l real matrices,
respectively.@S̃( l )#5diag(u1

(l) ,...,ul
(l)), andu1

( l )>¯>u l
( l ) are

called the Ritz values~as in Ref. 37!. The Ritz values have
the property that for a fixedj, u j

( l ) increases asl increases.
Combine Eqs.~26! and ~28! to obtain

@A#@V̂~ l !#5@Û~ l !#@S̃~ l !#, ~29!

where @Û( l )#5@U( l 11)#@Ũ( l )# and @V̂( l )#5@V( l )#@Ṽ( l )#. De-
note asûj

( l ) , j 51,...,l 11, andv̂j
( l ) , j 51,...,l , the columns of

@Û( l )# and @V̂( l )#, respectively. It is proven in Appendix B
that @Û( l )# and @V̂( l )# have orthonormal columns, and that
v̂j

( l ) form an orthonormal basis for the Krylov subspaceK( l )

3(@A#Hp̃,@A#H@A#).
With the new decomposition, given in Eq.~29!, we rep-

resent each iterationz( l ) , l 51,2,3,..., from the LSQR algo-
rithm given in Eq.~27! by

z~ l !5@V̂~ l !#@S̃~ l !#†@Û~ l !#Hp̃5(
i 51

l S ~ ûi
~ l !!Hp̃

u i
~ l ! D v̂i

~ l ! . ~30!

Notice that Eq.~30! is similar to the least squares solution
given in Eq.~19!, with the difference that in Eq.~30! we use
u j

( l ) , ûj
( l ) , v̂j

( l ) instead ofs j , uj , vj from Eq. ~19!. As we
might expect, the quantitiesu j

( l ) , ûj
( l ) , v̂j

( l ) will converge to
s j , uj , vj as l increases. Some topics related to this conver-
gence are found in the papers of van der Sluis, van der Vorst
and Sleijpen.38–43,37In Ref. 40 there is a detailed study that
shows that the Ritz valuesu j

( l ) approximate rapidly the big-
gest singular valuess j after a few iterations of CGNE. Fur-
ther results can be found in Ref. 37. We will include a similar

study in the following subsection, but in addition there is a
study on the convergence of the vectorsv̂j

( l ) into vj .
For the purposes of the regularization theory, the most

significant result from the previous collection of cited paper
is given in Ref. 38. In this paper it was found that the LSQR
iteration vectorz( l ) can be represented using the SVD as

z~ l !5@V#@F~ l !#@S#†@U#Hp̃5(
i 51

N*

f i
~ l !S ui

Hp̃

s i
D vi , ~31!

where@F( l )#5diag(f1
(l) ,...,fN*

(l) ) and

f i
~ l !512)

i 51

l
~u i

~ l !!22s i
2

~u i
~ l !!2

. ~32!

The representation in Eqs.~31! and~32! is important for the
understanding of the regularizing effect of the LSQR itera-
tions, but will not be the proper way to implement this algo-
rithm. The proper implementation of LSQR~as described
through this section! avoids the creation of the SVD of@A#,
which can be expensive when@A# is large. We will use Eqs.
~31! and~32! just to show the behavior of the filter@Fa# for
our NAH problem.

C. Numerical experiment

For the numerical example of this subsection, we will
consider the interior problem of reconstructingvs on the sur-
face G, a sphere of radius 1 with 1026 points decomposed
onto 2048 triangular elements~as shown in Fig. 2 of Ref.
16!, using pressure measurementsp over G0 , a sphere of
radius 0.95 with 1026 points distributed as inG. We will use
a point source located at~0,21.3,0!. The vectorp̃ is created
by adding top the vectore with a SNR of 35 dB. The figures
that will be shown in this subsection over the sphereG de-
pend on the spherical coordinates (r ,f,u), and hence will be
transformed using interpolation into the plane~f,u! for better
visualization purposes.

Consider@U#, @S#, @V#, the SVD decomposition of@A#
5@Gn# @given in Eq. ~11!#, and the decomposition@Û( l )#,
@S̃( l )#, @V̂( l )# obtained using the bidiagonalization algorithm
for @A#5@Gn# and SVD of@B( l )# ~as explained in the pre-
vious subsection!. The vectorsv1 ,...,v36 ~the first 36 col-
umns of@V#! are the modes of the surface velocityvs, and
are plotted in Fig. 2. The first columns of Table III show the
singular valuess1 ,...,s20 and the following columns shows
the Ritz valuesu1

( l ) , ...,u l
( l ) for l 55, l 510, l 515, and l

520, respectively. We proceed as in Ref. 40 for the analysis
of the convergence of the Ritz values. Forl 55, we clearly
notice thatu1

(5)'s1 . Similarly u2
(5) andu3

(5) approximate the
first three digits ofs2 ands4 , respectively. Atl 510, u1

(10)

's1 ,...,u4
(10)'s4 andu5

(10) approximate the first three dig-
its of s6 . A similar convergence behavior will be found for
l 515 and l 520. It is important to recall the property that
u j

( l ) increases for fixedj as l increases. The sequence of
Ritz’s valuesu5

(5) , u5
(10) , u5

(15) , andu5
(20) increasingly con-

verge tos5 . We can conclude from these observations~as in
Ref. 40! that the Ritz valuesu j

( l ) will have the tendency to
approximate the biggest singular values~the first singular
values! after a few iterations. These analyses can be extended
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to the convergence of the modesv̂j
( l ) , j 51,...,l , as shown by

Fig. 3. The first modesv̂j
( l ) converge rapidly to the first

modesvj , after a few iterations. Figure 3 shows the vectors
v̂j

( l ) , j 51,...,l , that form a basis forK(5)(@A#Hp̃,@A#H@A#),
K(10)(@A#Hp̃,@A#H@A#) andK(15)(@A#Hp̃,@A#H@A#), respec-
tively.

Figure 4 shows the plot of the relative error between the
exact normal velocityvs and the reconstructed velocityvl

s

from l iterations of CGNE~implemented by LSQR!. Notice
that after 15 iterations the relative error is optimal~about
11%!. If the iteration procedure is not stopped, then the rela-
tive error increases. This is the ‘‘semi-convergence’’ phe-
nomena, which is found in Krylov subspace iterative meth-
ods for the solution of ill-posed problems. Our previous
analysis on the convergence of the Ritz values and Eq.~30!
can be used to explain this phenomena. On the first iterations
of CGNE, the modesv̂j

( l ) in Eq. ~30! will approximate the
modesvj in Eq. ~18! associated with the biggest singular
values~nonevanescent waves!. If the CGNE iteration proce-
dure is not stopped, then the modesv̂j

( l ) will approximate the
modesvj associated with smaller singular values~evanescent
waves!, which amplify the effect of noise. As an alternative
explanation to the ‘‘semi-convergence’’ phenomena we can

FIG. 2. Columnsv1 ,...,v36 of @V#, which is obtained from the SVD of@Gn#. The matrix@Gn# is calculated for the spherical surfacesG0 andG. The columns
vj are the modes for the normal velocity inG that are ordered from biggest to smallest singular value. The frequency is 50 Hz.

TABLE III. Ritz values u j
( l ) approximation to the singular valuess i for

iterationsl of the LSQR method.

i s i u i
(5) u i

(10) u i
(15) u i

(20)

1 3.483 039 3.483 039 3.483 039 3.483 039 3.483 039
2 1.162 439 1.161 336 1.162 439 1.162 439 1.162 439
3 1.160 067 1.157 138 1.160 067 1.160 067 1.160 067
4 1.158 283 0.479 882 1.158 283 1.158 283 1.158 283
5 0.482 024 0.260 270 0.481 162 0.481 383 0.482 024
6 0.481 294 0.478 698 0.480 924 0.481 294
7 0.479 646 0.291 522 0.479 349 0.479 646
8 0.479 203 0.204 556 0.474 368 0.479 203
9 0.474 365 0.160 850 0.291 920 0.474 365

10 0.292 096 0.104 207 0.290 667 0.291 950
11 0.291 938 0.202 518 0.290 902
12 0.291 807 0.151 322 0.290 441
13 0.291 795 0.125 302 0.202 805
14 0.290 777 0.098 628 0.201 669
15 0.290 719 0.060 318 0.150 603
16 0.290 177 0.134 431
17 0.203 392 0.116 084
18 0.202 927 0.089 954
19 0.202 921 0.064 369
20 0.202 998 0.036 788
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use the explicit expression for the CGNE filter given in Eq.
~32!. In Fig. 5 the filter factors are plotted for iterationsl
55, 10, 15, 20. Notice how the filter includes more modesvj

asl increases. An undesirable property of this filter@observed
in Fig. 5~b!# is that some of the filter factorsf i

( l ) can be
greater than 1.

The phenomena of ‘‘semi-convergence’’~as seen in Fig.
4! require us to stop the CGNE iterations before the solution
z( l ) becomes corrupted by the noise in the datap̃. In the next
section we will discuss briefly some of the known stopping
rules for the CGNE iterations, and propose a new technique
that seems to be promising for our particular NAH problem.

V. THE CHOICE OF OPTIMAL NUMBER OF CGNE
ITERATIONS

As mentioned in the previous section, when CGNE is
used for NAH, the phenomena of ‘‘semi-convergence’’ is
observed~see Fig. 4!. It is crucial to obtain a reliable stop-
ping rule ~choose the optimal regularization parameter! for
the CGNE iterations. In this section we will survey some of
the best known methods currently used as stoping rules for

FIG. 3. The columnsv̂1 ,...,v̂l of @V( l )# obtained by the Lanczos bidiagonalization algorithm for@Gn# and SVD of@B( l )# ~as explained in Sec. IV B!. These
columns form a basis for the Krylov subspaces~a! K(5)(@A#Hp̃,@A#H@A#), ~b! K(10)(@A#Hp̃,@A#H@A#) and ~c! K(15)(@A#Hp̃,@A#H@A#). The frequency is 50
Hz.

FIG. 4. Plot of the relative error between the exact normal velocityvs and
the recovered normal velocityvl

s given by l iterations of the LSQR method.
The vertical axis is the error % and the horizontal axis corresponds to the
iterationsl.
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CGNE: generalized cross-validation~GCV!, L-curve and the
Hanke–Raus method. Later we will discuss a hybrid method,
which is a newer approach, that relies on the relation be-
tween the LSQR solution given in Eq.~30! and the solution
in Eq. ~21! computed using the SVD.

A. Stopping rules

To apply GCV for GCNE, as suggested in Ref. 29, we
use the approximation to the functionG

G~ l !5
i@A#z~ l !2p̃i2

2

~M2 l !2
5

ir ~ l !i2
2

~M2 l !2
, ~33!

wherer ( l ) is obtained for each iterationl of the CGNE algo-
rithm. The optimal iterationl opt is the iteration for whichG
will has its minimum value.

For L-curve,44 we plot the coordinates

x~ l !5 log~ ir ~ l !i2!, y~ l !5 log~ iz~ l !i2!, ~34!

which gives a curve that resembles an L-shape. The optimal
iteration l opt is the iteration with coordinates
„x( l opt),y( l opt)… which are closer to the point of maximum
curvature of the L-shaped curve.

Finally we discuss the rule designed by Hanke and
Raus.45 In the CGNE algorithm~Table I!, for iteration l we
include the sequence

g~ l !5S a~ l !b~ l 21!

a~ l 21!
11Dg~ l 21!2S a~ l !b~ l 21!

a~ l 21!
Dg~ l 22!1a~ l ! ,

~35!

whereg (0)5g (21)50. The optimal iterationl opt is the itera-
tion for which the function

H~ l !5ug~ l !u1/2ir ~ l !i2 ~36!

has its minimum value.

B. The hybrid method

The hybrid method was introduced by O’Leary and Sim-
mons~see Ref. 26!. In each iterationl of LSQR, instead of
Eq. ~30!, we use

z~ l !5@V̂~ l !#@F~ l !
a #@S̃~ l !#†@Û~ l !#Hp̃, ~37!

where@F( l )
a #5diag(f1

a ,...,fl
a) and f j

a , j 51,...,l , are the filter
factors. The choice of the optimal filter factors for Eq.~37! is
still an open question~see Refs. 26 and 46!. For our particu-
lar problem we found that the use of the Tikhonov filter
factors will yield better results.

Notice that the filter matrix@F( l )
a # depends on two pa-

rameters: the iterationl anda of the ‘‘inner filtering.’’ This
second parameter can be found using some of the well-
known methods of obtaining the optimal parameter like
Morozov, L-curve or GCV. We found that the better suited
method was GCV, where the optimal parametera is the
minimum of the function

G~a!5
i@Û~ l !#@F~ l !

a #@Û~ l !#Hp̃i2
2

~M2( i 51
l f i

a!2
. ~38!

As an advantage to CGNE, the hybrid method will not
have the ‘‘semi-convergence’’ phenomena, since an ‘‘inner’’
regularization~produced by the matrix@F( l )

a #) is used at each
step l. The hybrid method will be stop whenix( l )

2x( l 21)i /ix( l )i,e, wheree.0 is a chosen tolerance.
In the next section we will use a vibrating plate data to

reconstruct the normal velocity for CGNE with the stopping
rules described iterations in Sec. V A and the proposed hy-
brid method.

FIG. 5. The filter @F( l )#
5diag(f1

(l) ,...,f1026
( l ) ) for LSQR iteration

l 55, 10, 15, 20. On~a! the filter fac-
tors are shown fori 51,...,1026 and on
~b! the filter factors are shown fori
51,...,100.
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VI. PHYSICAL EXPERIMENTS

The experimental configuration for the holographic mea-
surement is similar to Ref. 47. A steel rectangular plate~of
55.9326.7 cm2 and thickness of 1.6 mm! was driven by a
Wilcoxon F3/F9 inertial shaker~0 to 3000 Hz! fixed in the
underneath corner of the plate in order to generate a broad
spectrum of spatial wave numbers. The resulting applied
force was used to normalize the pressure measured with a
ACO 7046 1

2-in. microphone above the plate. The scan is
conducted in an automated point-by-point fashion. The mi-
crophone is initially positioned by thex-y scanner at a cor-
ner of the scan area, where the data is then acquired. Next,
the microphone is moved to an adjacent point, and data is
again acquired. This process is continued until the full scan
area is measured. Synchronization between the source
shaker, the data acquisition, and the scanner has proven to
have high stability, yielding coherent data that can be thought
of as having been acquired simultaneously. The pressure was
measured on a grid of 69 points along the longer dimension
and 46 points along the shorter dimension in a plane 0.4 cm
above the plate surface. The step size in both thex and y
directions was 1.25 cm, providing an overall scan dimension
of 85357.5 cm. The plate surface is located at the center of
this area.

We consider two cases for the reconstruction of the
acoustic field. In case 1 the points on the planar surfaceG0

~35 points along thex direction and 23 points along they
direction! correspond to1

4 the original pressure measure-
ments~and a spacing in bothx andy directions of 2.5 cm!. In
case 2 the points on the planar surfaceG0 ~69 points along
the x direction and 46 points along they direction! corre-
spond to the original pressure measurements~and a spacing
in bothx andy directions of 1.25 cm!. In both casesG will be
a rectangular parallelepiped of 70340 cm2 and height of 2.5
cm, located 0.4 cm belowG0 as shown in Fig. 6. The surface
G contains the actual plate on its upperx-y plane. A uniform

spacing of 2.5 cm was used for all points onG in case 1 and
a spacing of 1.25 cm in case 2. The spacings over points on
G0 andG satisfy the minimal requirements to avoid aliasing
when working with frequencies up to 2 kHz.G0 andG have
center over the origin~see Fig. 6!. On the calculation of the
BEM, we use meters instead of centimeters, and all the plots
will be in MKS units.

In the results which follow, the ‘‘exact’’ normal velocity
vs on the plate were determined by standard planar NAH
reconstruction2 using the full 69346-point array. It has been
demonstrated that the reconstructions with the over-scanned
hologram are extremely accurate.2 The use of the BEM dis-
cussed in Sec. III with the iterative regularization discussed
in Sec. V will give the reconstructed normal velocityvr

s over
G for 24 frequencies distributed equally from 100 Hz to
1.223 kHz, but all the comparisons and calculation of errors
will be taken over the upperx-y plane ofG.

A. Case 1

In Fig. 7 we show the relative error of the reconstructed
normal velocityvr

s , i.e., ivs2vr
si2 /ivsi23100% for 24 fre-

quencies. In~a! the DE approach~use transfer function@Gn#
given in Eq.~11!! was used, while in~b! the IM approach
@given in Eqs.~14!–~16!# was used. The ‘‘optimal’’ refers to
the CGNE iteration that produces the minimal relative error.
This ‘‘optimal’’ solution can be found, since the ‘‘exact’’ nor-
mal velocity is known. In the IM approach~b! the recon-
struction given by the optimal iterations gives slightly
smaller errors than the DE approach in~a!. We notice that the
GCV and L-curve stopping rules provide higher relative er-
rors than Hanke–Raus for frequencies below 600 Hz. More-
over, it can also be observed that on the first frequency the
relative error is over 40%. This behavior is explained in Fig.
8. In this figure, for each frequency, we plot the number of
optimal iterations and iterations obtained by the GCV,
L-curve, and Hanke–Raus stopping rules. Notice that GCV

FIG. 6. The parallelepipedG and array
G0 used for the physical experiment.
In case 1,G0 had 805 measurement
points and G was decomposed into
1072 linear quadrilateral elements
with 1074 points. In case 2,G0 had
3174 measurement points andG was
decomposed into 4288 linear quadri-
lateral elements with 4290 points.
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and L-curve required over 50 iterations for all frequencies.
Hanke–Raus gave a number of iterations closer to, and
sometimes smaller than, the optimal. In both cases the opti-
mal number of iterations is below 30, which is one of the
attractive characteristics of CGNE~for 100–600 Hz!, since a
small number of iterations will require a small amount of
computational work. For the reconstruction ofvr

s , a number
of iterations less than the optimal gives an oversmooth re-
construction~the reconstruction will be smoother than re-
quired!. A larger number of iterations than the optimal gives
an undersmooth reconstruction~the reconstruction will am-

plify the noise!. Based on the previous figures, it follows that
an undersmooth reconstruction ofvr

s ~caused by GCV and
L-curve stopping rules! can lead to high amounts of relative
error for lower frequencies. At higher frequencies, an under-
smooth reconstruction is not that much of a serious problem
with respect to the error, but at the cost of a useless amount
of extra work done by the extra iterations.

Figure 9 shows the relative error plots of the recon-
structed normal velocity obtained by the hybrid method
~LSQR and Tikhonov with GCV given in Sec. IV! for 24
frequencies over the plate. As in Figs. 7 and 8, in~a! the DE

FIG. 7. Relative error comparison for
the reconstructed normal velocityvr

s ,
obtained by CGNE and three different
stopping rules. On~a! the DE ap-
proach ~transfer function@Gn# given
in Eq. ~11!! was used, and on~b! the
IM approach@single source represen-
tation given in Eq.~14!# was used. The
vertical axis is the error % and the
horizontal axis corresponds to the fre-
quencies~Hz!.

FIG. 8. Number of CGNE iterations
used for the reconstruction of the nor-
mal velocityvr

s . The number of itera-
tions were obtained using three differ-
ent stopping rules: GCV, L-curve and
Hanke-Raus. On~a! the DE approach
~transfer function@Gn# given in Eq.
~11!! was used, and on~b! the IM ap-
proach @single source representation
given in Eq.~14!# was used. The ver-
tical axis is the number of iterations
and the horizontal axis corresponds to
the frequencies~Hz!.
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approach is used and in~b! the IM approach is used. As
mentioned in the previous section, different from the regular
CGNE iterations, the hybrid method will not depend cru-
cially on a stopping rule to obtain the optimal number of
iterations. This is the result of the ‘‘inner’’ Tikhonov regular-
ization made on each step of the LSQR solution in Eq.~37!.
After a certain number of iterationsl, the solutionz( l ) will
not differ much fromz( l 21) . For that reason, the iteration is
stopped wheniz( l )2z( l 21)i2 /iz( l 21)i2,0.001. For the given
24 frequencies the hybrid method needed between 40 and 80
iterations to satisfy this stoping criterion. The hybrid method
will require more computational work than regular CGNE
iterations, but this extra work will guarantee that the result-
ant solutionvr

s will be close to the optimal. In some cases the
hybrid method yields smaller relative error than the optimal
CGNE iterations~see Fig. 9!.

B. Case 2

For a large number of measurement points the DE ap-
proach becomes computationally expensive because of the
matrix inversion in Eqs.~12! and ~13!. For this case the
creation of a matrix@Gn# with M53174 andN54290 will
require the inversion of a 429034290 complex matrix
@D1#2@ I #. The inversion itself will be as computationally
expensive as the calculation of the SVD of@Gn# ~which we
want to avoid!. On the other hand, the IM approach does not
require this inversion and so will be computationally more
efficient. For that reason the reconstruction for case 2 will be
obtained using only the IM approach.

In Fig. 10~a! we show the relative error of the recon-
structed normal velocityvr

s obtained by CGNE, and in Fig.
10~b! we plot the respective number of iterations required by
the GCV, L-curve, and Hanke–Raus stopping rules. We will
observe the same behavior as in case 1, where GCV and

L-curve will require more iterations than optimal, and
Hanke–Raus will be closer to the optimal number of itera-
tions. Figure 11 shows a gray-scale rendition on the real
value of the reconstructed normal velocityvr

s for the 24 fre-
quencies, obtained by the hybrid method. As shown in the
error plot of these reconstructions in Fig. 12, the errors are
relatively small so the reconstructedvr

s will look similar to
the ‘‘exact’’ normal velocity. Notice that as in case 1, the
relative error of the reconstruction for the hybrid method is
sometimes smaller that the relative error from regular CGNE
with optimal iterations.

VII. CONCLUSION

We have shown that two Krylov subspace methods and a
hybrid method can be used as regularization methods for the
reconstruction of the acoustic field using NAH. The iterative
methods avoid the calculation of the SVD that can be com-
putationally expensive for big matrix systems.

In Secs. IV A and IV B we explained the physical mean-
ing of the Krylov subspace using orthonormal basis that re-
sult from the LSQR iterations. In Sec. IV C we study the
convergence of the LSQR iterations into the least squares
solution zLS in Eq. ~19!. This convergence explains the
‘‘semi-convergence’’ phenomena found in iterative methods
for ill-posed problems.

In Sec. VI our experiment with the plate data showed
that CGNE iterations can be used as an effective implemen-
tation of regularization methods. These iterative methods
were successfully used with the DE approach and the IM
approach, producing similar reconstruction errors. In particu-
lar the IM approach was used when the matrix system in Eq.
~17! was so big that the creation of the transfer function@Gn#
was computationally expensive. The hybrid method yields

FIG. 9. Relative error comparison for
the reconstructed normal velocityvr

s ,
obtained by regular CGNE optimal it-
erations and the Hybrid method. On
~a! the DE approach~transfer function
@Gn# given in Eq.~11!! was used, and
on ~b! the IM approach@single source
representation given in Eq.~14!# was
used. The vertical axis is the error %
and the horizontal axis corresponds to
the frequencies~Hz!.
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reconstructions with the smaller relative error, but it usually
requires more iterations than CGNE.
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APPENDIX A

The formal proof to the convergence of the Krylov sub-
space methods into the least squares solutionzLS of Eq. ~22!
will require some advances techniques from functional
analysis. For that reason, in this appendix, instead of a for-
mal mathematical proof, we present a sketch of the formal
proof that will help the reader understand some of the basic
ingredients. We suggest the reader see Refs. 48, 49, and 30
for the formal proof.

The evaluation of a functionf over the matrix@A#H@A#
can be represented, using the SVD of@A#, as

f ~@A#H@A# !5@V# f ~ uSu2!@V#H, uSu25@S#H@S#,
~A1!

wheref (uSu2)5diag(f(s1
2),...,f(sN*

2 )) ~see Ref. 49!. With this
notation, the solutionzLS to Eq. ~22! can be written as

zLS5~@A#H@A# !21@A#Hp̃5@V# f ~ uSu2!@S#H@U#Hp̃,
~A2!

with f (x)51/x, xP@sN* ,s1#.
The SVD and the function notation in Eq.~A1! will be

used to write a vectoryPK( l )(@A#Hp̃,@A#H@A#) as

y5a0@A#Hp̃1a1~@A#H@A# !@A#Hp̃

1¯1al 21~@A#H@A# ! l 21@A#Hp̃,

5@V#~a01a1uSu21¯1al 21uSu2~ l 21!!@S#H@U#Hp̃,
~A3!

5@V#P~ l !~ uSu2!@S#H@U#Hp̃,

where

P~ l !~x!5a01a1x1a2x21¯1al 21xl 21. ~A4!

The above paragraph implies that any vectory that be-
longs toK( l )(@A#Hp̃,@A#H@A#) can be represented as in Eq.
~A1! using a polynomialP( l ) of degreel 21 given in Eq.
~A4!. A key feature of the Krylov subspace methods is that
for each iterationl, the coefficientsa0 ,...,al 21 are chosen in
such a way that the polynomialP( l )(x) approximates the
function 1/x over sN* <x<s1 . As we increase the number
of iterations l, the Krylov subspace will be composed of
polynomials with higher degree, so we might expect that the
approximationP( l ) to 1/x will become more accurate. In fact,
this is a classic result known as the Stone–Weirstrass theo-
rem ~Ref. 48, Theorem IV.3!. Then it can be concluded that
the Krylov subspace methods applied to Eq.~22! will ap-
proximate the least squares solutionzLS in Eq. ~19!.

APPENDIX B

The multiplication of@V( l )# by anl 3 l real matrix@Ṽ( l )#
will produce a resulting matrix with columns that are linear
combinations ofvj

( l ) . Sincevj
( l ) , j 51,...,l , form a basis for

K( l )(@A#Hp̃,@A#H@A#), then the columnsv̂j
( l ) , j 51,...,l , of

@V̂( l )# form a basis for the same Krylov subspace. Moreover,
it is not surprising to find that@V̂( l )# has orthonormal col-
umns, since

FIG. 10. Comparison of three differ-
ent stopping rules of CGNE iterations
for the IM approach@single source
representation given in Eq.~14!#. ~a!
shows the relative error for the recon-
structed normal velocityvr

s and ~b!
Shows the number of CGNE iterations
used for the reconstruction of the nor-
mal velocity vr

s . The horizontal axis
corresponds to the frequencies~Hz!.
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@V̂~ l !#H@V̂~ l !#5~@V~ l !#@Ṽ~ l !# !H@V~ l !#@Ṽ~ l !#

5@Ṽ~ l !#H@V~ l !#H@V~ l !#@Ṽ~ l !#

5@Ṽ~ l !#H@Ṽ~ l !#5@ I ~ l !#,

where@ I ( l )# is thel 3 l identity matrix. Similarly we can find
that @Û( l )# has orthonormal columns.
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A closed-form, two-dimensional analytical solution is developed to investigate the acoustic
performance of a concentric circular Helmholtz resonator lined with fibrous material. The effect of
density and the thickness of the fibrous material in the cavity is examined on the resonance
frequency and the transmission loss. With the expressions for the eigenvalue and eigenfunction in
the cavity, the transmission loss is obtained for a piston-driven model by applying a pressure/
velocity matching technique. The results from the analytical methods are compared to the numerical
predictions from a three-dimensional boundary element method and the experimental data obtained
from an impedance tube setup. It is shown that the acoustic performance of a Helmholtz resonator
may be modified considerably by the density and thickness of the fibrous material without changing
the cavity dimensions. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1841571#
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I. INTRODUCTION

Their continuous strands combined with broadband
acoustic attenuation characteristics make fibrous materials
desirable for silencer applications. In terms of the bulk-
reacting model, Scott1 presented an analysis of the sound
transmission in infinite rectangular and circular ducts; Ko2

discussed the characteristics of sound attenuation of infinite
rectangular, annular, and circular ducts; and Nilsson and
Brander3 and Cummings and Chang4 investigated the effects
of a perforate screen and mean flow on the modal attenuation
rates, respectively. Cummings and Chang5 further analyzed a
finite length dissipative expansion silencer including mean
flow by a mode-matching technique. Peat6 developed a trans-
fer matrix formulation for a dissipative expansion chamber
from the match of the average acoustic pressure and volume
velocity across the chamber discontinuities. Since only the
fundamental mode was included, the model’s accuracy was
confined to low frequencies. By including additional terms in
the series expansions for the Bessel and Neumann functions,
Kirby7 determined transmission loss for a circular dissipative
duct filled with fibrous material which was separated from
the mean flow path by a perforated screen. Due to the inher-
ent limitation of expansions, the approach remains confined
to relatively low frequencies. Selametet al.8 developed a
one-dimensional~1D! analytical and three-dimensional~3D!
boundary element method~BEM! approaches for sound at-
tenuation in single-pass concentric perforated dissipative si-
lencers. They further investigated numerically and experi-
mentally the acoustic behavior of a specific type of hybrid
silencer, consisting of two single-pass perforated dissipative
chambers combined with a Helmholtz resonator.9 Xu et al.10

developed a two-dimensional~2D! analytical solution to ex-
amine the acoustic performance of dissipative expansion

chambers. Selametet al.11 further investigated the effect of
perforated ducts on the sound attenuation in dissipative si-
lencers.

While the fibrous material is known to be typically ef-
fective at relatively high frequencies, the reactive Helmholtz
resonators are widely used to control noise at low frequen-
cies. Such resonators consist of a volume communicating
to main duct through a neck and produce narrow bands of
high acoustic attenuation. The resonance frequency
modeled by an equivalent spring-mass analogy is
f r5(c0/2p)ASn /(VcLn) with c0 being the speed of sound
andSn , Ln , andVc being the neck cross-sectional area, the
neck length, and the resonator volume, respectively. How-
ever, due to the higher modes excited on both sides of the
neck, the neck length is usually ‘‘corrected’’ by adding a
term ~end correctiondn) to improve the accuracy.12,13

Ingard12 investigated the effect of neck geometry, such as
cross-sectional area shape, location, and size, on the reso-
nance frequency of a Helmholtz resonator with a circular or
rectangular cavity cross section. Alster13 extended the spring-
mass analogy and presented a semiempirical formula for
resonators of various shapes. Although various expressions
of end correction have been suggested, the correction at the
junction remains somewhat unclear because of the three-
dimensional structure.14 In order to predict resonator re-
sponse accurately, a multi-dimensional analysis of the
connector-volume interface is usually required. For the reac-
tive Helmholtz resonators, the effect of cavity volume, cavity
shape, neck location, and neck extension have been recently
investigated with different approaches.15–18In addition to the
effect of length-to-diameter ratio of the volume on the reso-
nance frequency and transmission loss characteristics by us-
ing lumped and 1D approaches,15 a number of circular con-
centric configurations have been studied with lumped, 1D
radial and axial, 2D analytical, and 3D BEM approaches.16 A
3D analytical approach is proposed to investigate the effect
of neck offset on the

a!Electronic mail: selamet.1@osu.edu
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behavior of circular asymmetric Helmholtz resonators.17 The
effect of neck extension into the cavity of a circular Helm-
holtz resonator has also been examined.18

While the fibrous materials have been used to enhance
the attenuation of another reactive silencer, the expansion
chamber, they have not been closely examined in connection
with Helmholtz resonators, except for some early claims.19

Therefore, the basics of the impact of fibrous material on the
Helmholtz resonator are yet to be explored. Thus, the objec-
tive of the present study is, in the absence of mean flow in
the main duct, to~1! investigate theoretically, numerically,
and experimentally the acoustic attenuation performance of a
concentric circular Helmholtz resonator with the cavity lined
with fibrous material, and~2! examine the effect of the den-
sity and thickness of this material on the resonator behavior.
A 2D analytical solution is developed to investigate the
acoustic performance. With the eigenvalue and eigenfunction
determined from the governing eigenequation, the transmis-
sion loss is obtained by applying a pressure/velocity match-
ing technique to the piston-driven model. The results from
the analytical approach are compared to the predictions from
a 3D boundary element method and the experimental data
obtained from an impedance tube setup.

Following this Introduction, Sec. II obtains the expres-
sions for the eigenvalue and eigenfunction in the cavity by
solving the governing eigenequation, and develops a two-
dimensional analytical approach by applying a pressure/
velocity matching technique to the piston-driven model. Fol-
lowing a brief summary of the 3D boundary element method
in Sec. III, Sec. IV discusses the effect of the fibrous material
on the transmission loss, and compares the analytical results
with numerical predictions and experiments. The study is
concluded with final remarks in Sec. V.

II. TWO-DIMENSIONAL ANALYTICAL APPROACH

A piston-driven circular Helmholtz resonator is shown in
Fig. 1~a!, with a cavity volume of circular cross-section of
radius r 3 lined with fibrous material of thicknessh5r 3

2r 2 , and a neck of radiusr 1 and lengthLn . The neck, the
airway, and the fibrous material in the cavity are denoted by
domains I, IIa , and IIb , respectively.

A. Wave propagation for circular neck „domain I …

For a two-dimensional axisymmetric wave propagation
in the neck~domain I!, the Helmholtz equation is given by

]2P

]r 2
1

1

r

]P

]r
1

]2P

]x2
1k0

2P50 ~1!

with P being the acoustic pressure andk052p f /c0 being the
wave number of the air withc0 being the speed of sound and
f the frequency. The acoustic pressure can be expressed as

PA~r ,x!5 (
n50

`

~An
1e2 jkx,A,nx1An

2ejkx,A,nx!cA,n~r !, ~2!

where the subscriptsx, A, n denote axial direction, domain I,
and mode number, respectively.An

1 and An
2 are the modal

amplitudes corresponding to components traveling in the
positive and negativex directions, respectively;

cA,n~r !5J0~kr ,A,nr ! ~3!

is the eigenfunction whereJ0 is the zeroth-order Bessel func-
tion of the first kind,kr ,A,n is the radial wave number satis-
fying the rigid wall boundary condition of

J08~kr ,A,nr 1!50, ~4!

and

kx,A,n5H Ak0
22kr ,A,n

2 , k0.kr ,A,n ,

2Ak0
22kr ,A,n

2 , k0,kr ,A,n ,
~5!

is the wave number in the axial direction.
In terms of the linearized momentum equation, the par-

ticle velocity in thex direction may then be obtained from
Eq. ~2! as

ux,A~r ,x!5
1

r0v (
n50

`

kx,A,n~An
1e2 jkx,A,nx2An

2ejkx,A,nx!

3cA,n~r ! ~6!

with r0 being the density of air andv the angular velocity.

FIG. 1. ~a! Wave propagation in a piston-driven Helmholtz resonator with
the cavity volume lined with fibrous material.~b! Pipe-mounted Helmholtz
resonator with the cavity volume lined with fibrous material.

726 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Selamet et al.: Helmholtz resonator lined with absorbing



B. Wave propagation for cavity volume „domains II a
and II b…

The cavity volume~domains IIa and IIb) of circular
cross section is covered by fibrous material of thicknessh.
The filling material is assumed to be homogeneous and iso-
tropic, and characterized by the complex speed of soundc̃
and densityr̃. Similar to the preceding section, the two-
dimensional sound wave propagation in cylindrical coordi-
nates (r ,x) is governed by

]2P

]r 2
1

1

r

]P

]r
1

]2P

]x2
1k2P50, ~7!

where

k5H k0 , 0<r<r 2 ,

k̃, r 2<r<r 3 ,
~8!

with k̃52p f / c̃ denoting the wave number of the fibrous
material~domain IIb).

The airway and the fibrous material have the common
axial wave numberkx,B,n and different radial wave numbers
kr ,B,n ~for the air! andk̃r ,B,n ~for the fibrous material! related
by

kr ,B,n
2 1kx,B,n

2 5k0
2 ~9!

and

k̃r ,B,n
2 1kx,B,n

2 5 k̃2. ~10!

The acoustic pressure and axial and radial particle velocities
are then expressed as

PB~r ,x!5 (
n50

`

~Bn
1e2 jkx,B,nx1Bn

2ejkx,B,nx!cB,n,P~r !,

~11!

ux,B~r ,x!5
1

r0v (
n50

`

kx,B,n~Bn
1e2 jkx,B,nx

2Bn
2ejkx,B,nx!cB,n,ux

~r !, ~12!

and

ur ,B~r ,x!5
j

r0v (
n50

`

~Bn
1e2 jkx,B,nx

1Bn
2ejkx,B,nx!cB,n,ur

~r !. ~13!

Here

PB~r ,x!5H PII a
~r ,x!, 0<r<r 2 ,

PII b
~r ,x!, r 2<r<r 3 ,

~14a!

ux,B~r ,x!5H ux,II a
~r ,x!, 0<r<r 2 ,

ux,II b
~r ,x!, r 2<r<r 3 ,

~14b!

ur ,B~r ,x!5H ur ,II a
~r ,x!, 0<r<r 2 ,

ur ,II b
~r ,x!, r 2<r<r 3 ,

~14c!

cB,n,P~r !5H c II a ,n,P~r !, 0<r<r 2 ,

c II b ,n,P~r !, r 2<r<r 3 ,
~14d!

cB,n,ux
~r !5H c II a ,n,ux

~r !5c II a ,n,P~r !, 0<r<r 2 ,

c II b ,n,ux
~r !5

r0

r̃
c II b ,n,P~r !, r 2<r<r 3 ,

~14e!

cB,n,ur
~r !55 c II a ,n,ur

~r !5
]c II a ,n,P~r !

]r
, 0<r<r 2 ,

c II b ,n,ur
~r !5

r0

r̃

]c II b ,n,P~r !

]r
, r 2<r<r 3 ,

~14f!

where subscriptsB, II a , II b , andr denote the cavity, domain
IIa ~the central airway!, domain IIb ~the fibrous material!,
and radial direction, respectively;Bn

1 andBn
2 the modal am-

plitudes; andcB,n,P , cB,n,ux
, and cB,n,ur

the transverse
modal eigenfunctions for the pressure and axial and radial
particle velocities, respectively. Substituting Eqs.~9!–~11!
into ~7! gives

]2cB,n,P~r !

]r 2
1

1

r

]cB,n,P~r !

]r
1k r ,B,n

2 cB,n,P~r !50. ~15!

The solution for Eq.~15! is expressed as

cB,n,P~r !5H C1J0~kr ,B,nr !1C2Y0~kr ,B,nr !, 0<r<r 2 ,

C3J0~ k̃r ,B,nr !1C4Y0~ k̃r ,B,nr !, r 2<r<r 3 ,
~16!

where Y0 denotes the zeroth-order Neumann function;
C1–C4 are the coefficients related by the following four
boundary conditions atr 50, r 2 , andr 3 :

~1! At r 50, the pressure is finite, thus Eqs.~11! and
~16! yield

C250. ~17!

~2! From Eqs.~13!, ~14!, and~16!, the rigid wall bound-
ary condition atr 5r 3 gives

C3J1~ k̃r ,B,nr 3!1C4Y1~ k̃r ,B,nr 3!50 ~18!

with J1 and Y1 being the first-order Bessel and Neumann
functions, respectively.

~3! From Eqs.~13!, ~14!, and ~16!, the continuity of
radial particle velocity atr 5r 2 gives

kr ,B,n

r0
@C1J1~kr ,B,nr 2!1C2Y1~kr ,B,nr 2!#

5
k̃r ,B,n

r̃
@C3J1~ k̃r ,B,nr 2!1C4Y1~ k̃r ,B,nr 2!#. ~19!

~4! At r 5r 2 , the continuity of the acoustic pressure in
Eq. ~11! yields
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C1J0~kr ,B,nr 2!1C2Y0~kr ,B,nr 2!

5C3J0~ k̃r ,B,nr 2!1C4Y0~ k̃r ,B,nr 2!. ~20!

The foregoing boundary conditions@Eqs. ~17!–~20!# yield
the following characteristic equation:

r0k̃r ,B,n

r̃kr ,B,n

J0~r 2kr ,B,n!

J1~r 2kr ,B,n!

5
J0~r 2k̃r ,B,n!Y1~r 3k̃r ,B,n!2Y0~r 2k̃r ,B,n!J1~r 3k̃r ,B,n!

J1~r 2k̃r ,B,n!Y1~r 3k̃r ,B,n!2Y1~r 2k̃r ,B,n!J1~r 3k̃r ,B,n!
.

~21!

The transverse eigenfunctions for the pressure and the axial
velocity can then be determined as

cB,n,P~r !5H J0~kr ,B,nr !, 0<r<r 2 ,

C5FJ0~ k̃r ,B,nr !2
J1~ k̃r ,B,nr 3!

Y1~ k̃r ,B,nr 3!
Y0~ k̃r ,B,nr !G , r 2<r<r 3 ,

~22a!

cB,n,ux
~r !5H J0~kr ,B,nr !, 0<r<r 2 ,

C5

r0

r̃ FJ0~ k̃r ,B,nr !2
J1~ k̃r ,B,nr 3!

Y1~ k̃r ,B,nr 3!
Y0~ k̃r ,B,nr !G , r 2<r<r 3 ,

~22b!

with

C55
J0~kr ,B,nr 2!Y1~ k̃r ,B,nr 3!

J0~ k̃r ,B,nr 2!Y1~ k̃r ,B,nr 3!2J1~ k̃r ,B,nr 3!Y0~ k̃r ,B,nr 2!
. ~23!

Equations~11!, ~12!, ~14!, and~22! yield the pressure and the particle axial velocity in the cavity as

PB~r ,x!55 (
n50

`

~Bn
1e2 jkx,B,nx1Bn

2ejkx,B,nx!J0~kr ,B,nr !, 0<r<r 2 ,

(
n50

`

C5~Bn
1e2 jkx,B,nx1Bn

2ejkx,B,nx!FJ0~ k̃r ,B,nr !2
J1~ k̃r ,B,nr 3!

Y1~ k̃r ,B,nr 3!
Y0~ k̃r ,B,nr !G , r 2<r<r 3 ,

~24a!

and

ux,B~r ,x!55
1

r0v (
n50

`

kx,B,n~Bn
1e2 jkx,B,nx2Bn

2ejkx,B,nx!J0~kr ,B,nr !, 0<r<r 2 ,

1

r̃v (
n50

`

kx,B,nC5~Bn
1e2 jkx,B,nx2Bn

2ejkx,B,nx!FJ0~ k̃r ,B,nr !2
J1~ k̃r ,B,nr 3!

Y1~ k̃r ,B,nr 3!
Y0~ k̃r ,B,nr !G , r 2<r<r 3 .

~24b!

The expressions for the pressure and particle velocity are
similar to those in the neck if the cavity contains only the air
or the fibrous material.

C. Boundary conditions

With the expressions of the pressure and particle veloc-
ity in both the cavity and neck@Eqs.~2!, ~6!, and~24!#, the
unknown coefficients are then determined by using the
boundary conditions atx50 andx5Lc . In view of Eq.~24!,
the rigid boundary condition atx5Lc , ux,B(r ,x5Lc)50,
gives

Bn
25Bn

1e22 jkx,B,nLc, n50,1,2,...,̀ . ~25!

At x50, the continuity of the acoustic pressure and axial
particle velocity across the interface gives

PA5PB , 0<r<r 1 , ~26!

and

uB5H uA , 0<r<r 1 ,

0, r 1<r<r 3 ,
~27!

or, in view of Eqs.~2!, ~6!, and~24!,

(
n50

`

~An
11An

2!cA,n~r !5 (
n50

`

~Bn
11Bn

2!cB,n,P~r !,

0<r<r 1 , ~28!

and
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(
n50

`

kx,B,n~Bn
12Bn

2!cB,n,ux
~r !

5H (
n50

`

kx,A,n~An
12An

2!cA,n~r !, 0<r<r 1 ,

0, r 1<r<r 3 .

~29!

In order to solve Eqs.~28! and~29!, the infinite series of
unknown amplitudes must be truncated to a suitable number,
and the equations of the same number solved for the ampli-
tudes of the acoustic waves. An analytical approach origi-
nated in Ref. 20 is used to match the sound field between the
neck and cavity. Imposing the continuities of the integral of
the pressure and axial velocity over discrete zones of the
neck-cavity interface (x50), Eqs. ~28! and ~29! yield the
pressure and velocity matching conditions

(
n50

N

~An
11An

2!E
0

r m,P
cA,n~r !dr

5 (
n50

N

~Bn
11Bn

2!E
0

r m,P
cB,n,P~r !dr, ~30!

(
n50

N

kx,B,n~Bn
12Bn

2!E
0

r m,u
cB,n,ux

~r !dr

55 (
n50

N

kx,A,n~An
12An

2!E
0

r m,u
cA,n~r !dr, 0<r m,u<r 1,

(
n50

N

kx,A,n~An
12An

2!E
0

r 1
cA,n~r !dr, r 1<r m,u<r 3,

~31!

with

r m,P5
m

N11
r 1 , m51,...,N11, ~32!

r m,u5
m

N11
r 3 , m51,...,N11. ~33!

D. Resonance frequency and transmission loss

Assuming decay of the higher order modes through neck
from x50 to x52Ln , the acoustic impedance atx52Ln

can be calculated with the amplitudes determined from Eqs.
~25!, ~30!, and~32! as18

ZH5
PA

r0c0up
~34!

with up being the axial velocity atx52Ln , leading to the
evaluation of resonance frequency. With an anechoic termi-
nation at the exit of the main duct and plane wave propaga-
tion through the main duct, transmission loss for a pipe-
mounted Helmholtz resonator maybe determined by18

TL510 log10U11
Sn

2Sp

1

ZH
U2

, ~35!

whereSn andSp are the cross-sectional areas of the neck and
main pipe, respectively.

III. BOUNDARY ELEMENT METHOD

The wave propagation is governed by the Helmholtz
equation in Cartesian coordinates,18

¹2P~x,y,z!1k2P~x,y,z!50, ~36!

with its integral form for an acoustic domain given, using the
Green’s theorem, by

C~q1!P~q1!5E
G
FG~q1 ,q2!

]P~q2!

]nW

2P~q2!
]G~q1 ,q2!

]nW GdG~q2!, ~37!

whereq1 andq2 are points on the boundary surfaceG, C(q1)
coefficient, andG(q1 ,q2) is the Green’s function or funda-
mental solution given, for a three-dimensional acoustic do-
main, by

G~q1 ,q2!5
e2 jkuq12q2u

4puq12q2u
. ~38!

For the pipe-mounted model depicted in Fig. 1~b!, the
Helmholtz resonator can be divided into two acoustic do-
mains: unfilled 1 and filled 2. The impedance matrices for
each domain are obtained by discretizing the boundaries and
then applying Eqs.~37! and ~38!. These matrices are then
combined using the boundary conditions for pressure and
particle velocity continuities at the interface between two
domains. Finally, the transfer matrix, which expresses the
relationship between the acoustic pressure and particle veloc-
ity at the inlet and outlet of the main duct, is given by

F Pin

r0c0uin
G5FT11 T12

T21 T22
G F Pout

r0c0uout
G , ~39!

whereTi j designates the transfer matrix element, and sub-
scripts in and out indicate the inlet and outlet of the main
duct, respectively. Assuming a main duct with constant
cross-sectional area, transmission loss can then be calculated
from the transfer matrix by

TL520 log10~
1
2uT111T121T211T22u!. ~40!

For detailed descriptions of the boundary element method,
refer to Refs. 8, 9, and 18.

IV. RESULTS AND DISCUSSION

A cylindrical Helmholtz resonator has been fabricated
with r 152 cm, r 357.62 cm, Lc520.32 cm, and Ln

58.5 cm. The main duct is built of square cross-section~4.3
cm34.3 cm! for clear identification of the geometric neck
length. The square main duct is then connected to the circu-
lar impedance tube with smooth transitions that retain a con-
stant cross-sectional area development. The characteristic
impedanceZ̃5 r̃ c̃ and wave numberk̃ of the absorbing ma-
terial in the present study are given as21
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FIG. 2. Measured transmission loss for Helmholtz reso-
nators with cavity lined with fibrous material
(R54896 Rayls/m).

FIG. 3. Transmission loss comparisons of analytical
predictions with BEM results for a Helmholtz resonator
with h55.62 cm (5r 32r 1) andR54896 Rayls/m.

FIG. 4. Resonance frequency predictions for Helmholtz
resonators with different absorbent thickness
(R54896 Rayls/m).
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FIG. 5. Resonance frequency predictions for Helmholtz
resonators with different flow resistivity of fibrous ma-
terial @h55.62 cm (5r 32r 1)#.

FIG. 6. Transmission loss predictions for Helmholtz
resonators with different flow resistivity of fibrous ma-
terial for ~a! h55.62 cm (5r 32r 1) and ~b! h
51.27 cm.
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Z̃

Z0
5@110.0511~ f /R!20.75#1 j @20.0768~ f /R!20.73#,

~41!

k̃

k
5@110.0858~ f /R!20.70#1 j @20.1749~ f /R!20.59#,

~42!

where Z05r0c0 is the characteristic impedance of the air
andR @mks Rayls/m# denotes the absorbent flow resistivity.
The measured flow resistivities are 4896 and 17 378 Rayls/m
for 100 and 200 g/l material densities, respectively. For the
fibrous materials used in this study, Eqs.~41! and~42! yield
more representative transmission loss results at lower fre-
quencies than empirical formulations applied in Refs. 9–11.

An impedance tube test setup14 is used to obtain trans-
mission loss of pipe-mounted resonators applying the two-
microphone technique. Figure 2 shows the measured trans-

mission loss for a cavity which is empty (h50), filled with
two different thicknesses of fibrous material (h52.54 and
5.47 cm!, and fully filled, while maintaining the overall vol-
ume. Also included in Fig. 2 are the corresponding BEM
predictions, exhibiting a reasonable agreement with the ex-
perimental results. As the absorbent thickness increases to
h55.47 cm, both the resonance frequency and the peak
value of the transmission loss decrease. The fully filled cav-
ity shows further reduction in the peak transmission loss
combined with a nearly diminishing resonance behavior. The
experimental peak transmission loss for the empty resonator
is 38.9 dB at 99 Hz, which is lowered 15 Hz by the filled
cavity of h55.47 cm. The frequency width in which the
transmission loss is, for example, 10 dB, is 65~73–138!, 66
~66–132!, and 63 Hz~58–121! for h50, 2.54, and 5.47 cm,
respectively.

To examine the accuracy, the analytical results with dif-

FIG. 7. Transmission loss predictions for Helmholtz
resonators with different absorbent thickness for~a! R
51000 Rayls/m and~b! R54896 Rayls/m.
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ferent numbers of higher order waves@varyingN in Eqs.~31!
and~33!# are compared with BEM predictions in Fig. 3 for a
Helmholtz resonator withh55.62 cm (5r 32r 1) and R
54896 Rayls/m. SettingN50 in Eqs.~31! and~33! leads to
the overestimation of the resonance frequency. Figure 3
shows that, for the current geometry and frequency range,
the analytical predictions are accurate and remain the same
for N>12, thusN512 is used hereafter. Although the reso-
nance frequency from the analytical method is close to that
from BEM, the analytical results shift from the BEM predic-
tions by up to 0.3 dB at times due presumably to the neglect
of higher order modes at the neck and main duct interface in
the former model.

Figures 4 and 5 examine the resonance frequencies as a
function of absorbent thicknessh and flow resistivityR, re-
spectively. WithR54896 Rayls/m, the resonance frequency
decreases from 100 to 80 Hz ash increases from 0 to 5.62
cm ~Fig. 4!. The resonance frequency withh55.62 cm
(5r 32r 1) decreases from 100 to 76 Hz as the flow resistiv-
ity increases to about 8000 Rayls/m~Fig. 5!. However, the
resonance frequency remains nearly the same~slightly
higher! for the flow resistivity above 8000 Rayls/m.

Figure 6 gives the transmission loss as a function of
absorbent flow resistivity with~a! h55.62 cm (5r 32r 1)
and ~b! h51.27 cm. Figure 6~a! shows with increasing flow
resistivity that the resonance frequency shifts to lower fre-
quencies and the overall transmission loss decreases relative
to the empty chamber. Figure 6~b! shows only small changes.

Figure 7 compares the transmission loss for different
absorbent thickness with~a! R51000 Rayls/m and~b! R
54896 Rayls/m. Both the resonance frequency and the peak
value of the transmission loss decrease with increasing ab-
sorbent thickness, consistent with the trends in the earlier
subset of Fig. 2. For low frequencies below the resonance,
the transmission loss with thicker absorbent is slightly
higher, whereas this behavior is reversed on the other side of
resonance.

V. CONCLUDING REMARKS

Acoustic characteristics of a Helmholtz resonator with
the cavity lined with acoustically absorbing material have
been studied analytically, numerically, and experimentally.
Predictions from 2D analytical approach for a piston-driven
model show good agreement with BEM. For a pipe-mounted
configuration, the BEM predictions of the transmission loss
show reasonable agreement with the experiments. The fi-

brous material in the cavity has been found to lower the
resonance frequency and the peak transmission loss. The ef-
fects of both the thickness and resistivity of fibrous material
on the resonance frequency and acoustic attenuation have
been illustrated.
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A study of active tonal noise control for a small axial flow fan
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Sound radiated by a computer cooling fan consists of tones which are phase locked with the rotation,
and other less deterministic tones and broadband random noise. This paper demonstrates the
feasibility of globally eliminating the rotation-locked tones by applying a very simple destructive
interference to a modified cooling fan with the number of struts equal to the number of rotor blades.
The rig consists of a miniature electret microphone used as a rotation sensor, an ordinary
loudspeaker, and a bandpass filter with adjustable amplitude and phase delay. The microphone is
located at the inlet bellmouth of the fan to pick up the fluctuating aerodynamic pressure caused by
the passing rotor blades. The pressure spectrum is rich in the blade passing frequency~BPF! and its
low-order harmonics. It provides much better performance than a pulse-generating tachometer.
Analysis of the original fan noise shows that about 90% of the radiated tonal sound is phase locked
with rotation, and this portion is almost completely eliminated in all directions. The reductions of
the radiated sound power in the first two BPFs are 18.5 and 13.0 dB, respectively, and the overall
sound power reduction is 11.0 dB. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1848072#

PACS numbers: 43.50.Ki, 43.28.Ra, 43.50.Ed@SFW# Pages: 734–743

I. INTRODUCTION

Knowledge of generic fan noise mechanisms exists but
it may be said that the abatement of noise from a specific fan
application remains a tough job. This study is concerned with
the feasibility of applying the technique of destructive acous-
tic interference to a computer cooling fan, and the primary
motivation for the study is to maximize the simplicity and
the global effectiveness of the technique so that it might
become economic enough to be applied in practice. In this
section, the general fan noise mechanisms are given a brief
review, together with efforts to reduce the fan noise. This is
then followed by the rationale for the choice of the specific
fan configuration and the active control technique.

A. General fan noise mechanisms

Fans are but one member of the turbomachinery family
and, as far as the acoustics is concerned, the family may also
include helicopter rotors and propellers. The study of the
propeller noise caused by the steady loading was the topic of
Gutin’s ~1936! research. In the application of fan noise, Gu-
tin noise is negligible. The dominant noise source is the di-
pole caused by the fluctuating pressure on the rotating
blades. The study of Tyler and Sofrin~1962! was significant
in that it revealed the paramount importance of the matching
or mismatching of the numbers of the rotor and stator blades
for the noise caused by the rotor–stator interaction. A rather
formal theoretical platform was established by Lighthill’s
~1952! acoustic analogy for the aerodynamic noise caused by
a compact turbulent jet, and its elegant extension by Ffowcs
Williams and Hawkings~1969! to applications where the
presence of a solid structure in arbitrary motion is a primary
feature. Since then the use of the so-called Ffowcs Williams

and Hawkings equation has served well the community of
turbomachinery noise research although alternative ap-
proaches also exist. In fact, search for the knowledge of a
specific fan noise mechanism has never ceased since Gutins
time, and reviews of the topic at large were written by au-
thors such as Sharland~1964! and Morfey~1973!. The work
of Lowson~1965, 1970! on the point source formulation for
the unducted rotors was, in the opinion of the current au-
thors, quite useful and illuminating. These formulations were
recently adapted to characterize the specific application of
computer cooling fans~Huang, 2003! where the numbers of
rotor and stator blades are small. Focusing on computer cool-
ing fans, the important mechanisms of fan noise are summa-
rized below.

d Tip leakage flow. The flow leaks through the blade tip due
to the pressure difference developed between the pressure
and suction sides of a blade. The leakage flow may mani-
fest itself into jetlike, unstable shear layers and roll up into
vortices in the blade passage. It may even hit a neighbor-
ing blade. Details can be found in the work of Fukano
et al. ~1986!, among others.

d Nonuniform inlet flow condition. A nonuniform inlet flow
is seen as unsteady flow by rotating blades and unsteady
pressure ensues on the blade surfaces. This is perhaps one
of the most efficient dipole sources of fan noise. The noise
thus radiated is often a combination of broadband and
tones~Trunzoet al., 1981; Majumdar and Peake, 1998!.

d Turbulent and/or separated flow condition on a rotor. Flow
separation occurs whenever the incidence angle is large,
and most realistic flows through a fan are more or less
always turbulent. Large scale flow turbulence, such as that
caused by a fan working at a loading much higher than the
condition it is designed for, can be very noisy, and most of
the noise created is broadband in nature@see, for example,
Sharland~1964! and Longhouse~1976!#.

a!Author to whom correspondence should be addressed. Electronic mail:
mmlhuang@polyu.edu.hk
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d Trailing edge noise. When unstable convection waves in-
side a developing boundary layer are disrupted by the
trailing edge of a blade, part of the energy is scattered into
sound waves~Ffowcs Williams and Hall, 1970!. The re-
sulting sound power is proportional to the fifth power of
the representative flow speed when the source is noncom-
pact, and the dependency becomes the sixth power when
the source is compact~Howe, 1998; Blake, 1986!.

d Rotor-stator interaction. When the wake of a rotor im-
pinges on the stator blades, forces on the stator blades
fluctuate rapidly. Empirical models for such interaction
~Kemp and Sears, 1953, 1955! have still served the pur-
pose of noise estimation. This is often the dominant noise
source in turbomachinery. Recently, Huang~2003! specu-
lated that the back reaction towards the upstream blade
row could be more important when the downstream stator
is a bluff body like a circular strut used in computer cool-
ing fans. The unsteady force generated on the upstream
rotor is caused by the periodic flow blockage by the down-
stream struts.

B. Fan noise abatement

Sound absorption is often the most reliable and effective
measure of noise abatement, but this is not true for unducted
fan applications. Most efforts of fan noise abatement have
been directed towards improving the flow conditions perti-
nent to noise source mechanisms, such as the inlet flow uni-
formity, and the reduction of the strength of wake interac-
tions which depend crucially on the distance between the
rotor and stator blades. Fitzgerald and Lauchle~1984! dem-
onstrated a collection of modifications for reducing the axial
flow fan noise, such as the use of a bellmouth to smooth out
the inlet flow distortions, the leaning design of the down-
stream struts to reduce rotor-stator flow interactions, and the
correction of the cupped trailing edge to prevent flow sepa-
ration and vortex shedding. The method of leaning strut de-
sign was also discussed by Envia and Nallasamy~1999!.
They also showed that a positive sweep angle can reduce the
tone level due to the additional cancellation caused by phase
differences in the axial direction. Longhouse~1978! also at-
tempted to eliminate the tip leakage flow by using a rotating
shroud, a feature which may cause structural vibration prob-
lems if the shroud is not properly balanced.

In the area of active noise control~ANC!, the technique
has been tried for ducted fan with some success. The cut-on
of the spinning pressure modes is first described by Tyler and
Sofrin ~1962! and the acoustics is essentially identical to that
of duct acoustics. To cancel the sound of higher order modes
propagating in a duct, Gerhold~1997! used a delicate ring of
48 microphones and many control sources in a duct. Thomas
et al. ~1993, 1994! controlled the plane wave mode in a duct
by 12 electromagnetic compression sound drivers, and used
three-channel feedforward method to create a 30° quiet zone
for an operational turbofan engine. For unducted fan noise,
ANC has not been tested as extensively. The main reason
could be as follows. Noise from an unducted fan has com-
plex modal composition in space, and it is rather hard to
match such distribution with a limited number of secondary
sources. Lauchleet al. ~1997! and Quinlan~1992! have both

had some success in suppressing the BPF tones of a fan in
isolation except that a baffle was used on the rotational plane
and that might have significantly changed the acoustic direc-
tivity of the fan. The work of Lauchleet al. ~1997! is also
remarkable in that the fan itself was shaken in the axial di-
rection to serve as a control source. Apparently it was hoped
that the vibrating fan would produce a good directivity match
with the original noise pattern. The acoustic radiation from
an oscillating fan can be thought of as follows. First, a vi-
brating fan assembly radiates noise much like a loudspeaker
in the absence of flow. Second, the fact that the fan also
shakes the flow means that it would induce additional fluid
loading hence dipole radiation from the fan. Details of such
flow modification by the fan oscillation are apparently be-
yond the scope of Lauchleet al. ~1997!. Generally speaking,
it can be said that the modification could reduce or eliminate
the unsteady loading on the fan structure caused by the wake
interactions. It may also generate an antisound which
matches with the original noise without directly interfering
with the source of the original noise. Nauhauset al. ~2003!
placed small flow obstructions around the blade tips, and
blew air jets into the tip clearance. An active aerodynamic
control algorithm was used to counter the rotating instability
and suppress the BPF noise originating from the wake inter-
actions. Similar aerodynamic control was also demonstrated
by Raoet al. ~2001! and Simonichet al. ~1993!. The work
reported here shares the acoustic feature of the active noise
control described above, but the use of formal control algo-
rithms is deemphasized in favor of simplicity and the use of
knowledge of specific source mechanisms.

C. Rationale for the current work

Instead of following the strategy of complex aerody-
namic control, or using complex secondary loudspeaker ar-
rays, this study aims to explore the feasibility of a very
simple destructive acoustic interference technique for typical
computer cooling fans which consist of a rotor and a set of
downstream struts. The technique involves a redesign of the
fan struts so that the primary noise becomes a simple dipole
in the axial direction. A miniature microphone is used to pick
up the information of blade rotation, much like a traditional
tachometer, and the signal is filtered, phase shifted, and am-
plified to drive a single loudspeaker placed just beneath the
fan casing. There is no error microphone and the setup can
be regarded as a simple feedforward, open-loop control. The
secondary noise is a simple dipole with its axis aligned with
that of the fan rotation. The key questions asked are as fol-
lows. ~a! How effective is the manipulation of the fan noise
directivity? ~b! Can the simplified noise be cancelled by the
simple open-loop arrangement? The rationale for using such
a simple scheme is based on practical considerations. One
cannot afford to have a sophisticated control algorithm and
complex detection and error microphones for applications
like computer cooling. The same applies to many other situ-
ations.

In what follows in Sec. II, the noise made by the sample
fan is analyzed thoroughly. The analysis shows the directiv-
ity, the components of noise that can be controlled, and those
lying beyond the scope of the current scheme. It would also
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assess whether such a specially designed configuration with
a dipole sound radiation is worthwhile for practical use. In
Sec. III, details of the experimental configuration will be
disseminated before the results of noise reduction are given.
Such details include the sensor signal, loudspeaker perfor-
mance, and the characteristics of the filters. At the end, re-
sults of the noise reduction and the limitations of the method
are presented.

II. ANALYSIS OF THE ORIGINAL NOISE

A. Noise mechanisms of the sample cooling fan

As shown in Fig. 1~a!, the sample fan for the study is a
computer cooling fan of 92 mm in diameter, consisting of
seven blades and four struts at the back for holding the mo-
tor. At the design point, the rotational speed is 3200 rpm.
With such low blade tip speed, noise generated by the Gutin
mechanisms is totally negligible. The acoustic spectrum con-
sists of a broadband noise and discrete tones at the multiples
of the blade passing frequency~BPF!. As described by Wong
and Huang~2003!, the dominant noise source for such a fan
is the aerodynamic interactions induced by two noticeable
features. One is the interaction between the rotor blades and
the downstream struts; another is the interaction between the
distorted inlet flow pattern and the rotor, the inlet flow being
a four-lobe distortion caused by the four sharp edges of the
incomplete bellmouth cut short by the square outer frame.
The dominant noise source is the fluctuating force induced
by the two interaction processes on the rotor blades. If one
compares the noises made by these two interactions, it is
possible that the inlet flow distortion is louder. However, this
feature can be avoided by using a complete and smooth bell-
mouth. As a result, the current study focuses on the noise
radiated by the interaction between the rotor and its down-
stream struts, the latter being regarded as an essential struc-
tural feature that cannot be removed or drastically modified.

It has to be said that noise emanates from both blade
surfaces and all other stationary surfaces experiencing un-
steady pressure. However, the lift-generating nature of the
rotor blade makes it the largest source of noise. Figure 1~b! is
the cross-sectional view of a blade, and the unsteady force
exerted on the surrounding air, which is the reaction of the
lift, 2L, is divided into two components: dragD and thrust
T. The component of drag should be better named the driving
force in this case but the term is kept here in step with lit-
erature. If the blade has a significant lean, a radial force

component may also exist~not shown!. The reason why the
force is divided this way is that noise radiated by each of
these components has its own distinct characters which can
be used for the source characterization purpose. If the un-
steady force on the blades is represented by a point force of
thrust componentT and drag componentD, the rotary noise
at the frequency of themth harmonic of the fundamental
BPF is given below in terms of its complex pressure ampli-
tudecmB ~Lowson, 1965, 1970!:

cmB5
imBv

2pc0r 0
(

k52`

`

i 2nS TkScosa2
n

mBM
DkSD

3Jn~mBMsina!, n5mB2kS, ~1!

whereB and S denote the numbers of the rotor blades and
struts, respectively,v is the angular rotating speed,mB is the
frequency index of the observed sound,kS is the frequency
index in the spectrum of the unsteady force, the dimensional
frequency being the product of these indices and the rota-
tional frequency, rps5rpm/60,r 0 is the distance between the
fan center and the observer,a is the angle between the rota-
tional axis and the observer direction, as shown in Fig. 1~b!,
c0 is the speed of sound,M is the Mach number of the source
point motion, andTkS, DkS are, respectively, thekS compo-
nents of the spectra of the source forcesT andD. Note that
bothm andk can be any integer. The frequency index differ-
ential,n5mB2kS, or the index of spinning pressure mode
~Tyler and Sofrin, 1962! is the most important parameter.
The source frequency index iskS because each blade expe-
riences blockage bySstruts during one cycle of rotation. The
observed noise has frequency indices ofmB because the
noise of other frequency components is cancelled among
themselves sinceB rotor blades all radiate sound with a fixed
phase relation determined by the rotation. In fact, the phase
relation is an important assumption which is not satisfied
completely in reality. For example, there might be unsteady
forces arising from vortex shedding from the cylinder and its
timing could be very different from the fan rotation. Noise
from such dynamic process cannot be modeled easily but can
be measured and analyzed to some extent. Here, the part of
noise that is phase locked to or synchronized with the rota-
tion is denoted rotary noise, while the rest is denoted as
random noise although the underlying mechanism could well
be deterministic. The acoustic interference designed in this
study deals solely with the rotary noise.

When the two indices coincide,mB5kS, the noise is
rather loud since noises radiated by all blade-strut interaction
events simply add up. This radiation is denoted here as the
coincident mode, and the special design ofB5S allows such
coincident radiation for all harmonics,m51,2,3,... . The co-
incident configuration is the one being tested in this study.
The reason why noise is also made when the two frequency
indices do not match,n5mB2kSÞ0, is due to the Doppler
effect of the source motion with the rotating blade. The
strength of the Doppler effect is governed by the Bessel
function Jn(z) of ordern and argumentz5mBMsina. For
the small cooling fan operating at low speed, normallyBM

FIG. 1. Computer cooling fan and its noise sources.~a! is the front view of
a typical fan,~b! is the cross-sectional view of a blade with forces acting on
the surrounding air (2L) decomposed into thrust~T! and drag~D! compo-
nents, and~c! is the strut design for the coincident configuration ofB5S
57.
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,0.2, the Bessel function can be simplified:J0uz→0→1,
J61uz→0→0.54z.

It is clear that the thrust noise is loudest whenn50.
However, examination of the drag noise term in Eq.~1! re-
veals a different phenomenon. The noise atn50 is annulled
by the presence ofn in the numerator, but the noise with
n561 is not proportional toz due to the presence of
mBM}z in the denominator. In fact, the loudest drag noise
is heard whenn561 and the amplitude of the drag noise is
of the same order (z0) as that of the thrust noise in terms of
the small argumentz. This mode of drag noise radiation can
be called the leading-order radiation, which is, in principle,
equally noisy as the coincident mode thrust noise. This shift
in coincident radiation mode originates from the artificial
decomposition of the total fluctuating lift intoD andT. The
drag force D changes direction once per cycle and this
changes the actual frequency perceived on the ground from
kS to kS61, hence the loud noise atn561. The reason why
drag noise vanishes atn50 is also rooted in its changing
force direction, and detailed explanation is given by Huang
~2003!. Ideally, a quiet fan should be designed in such a way
that the indexunu is at least 2 or above for all integer numbers
k. But a simple analysis ofn5mB2kS shows that this is
almost impossible for the leading BPF harmonics, saym
51, 2, 3, whenB andSare both small as might be limited by
aerodynamic and structural considerations.

B. Acoustics of the coincident configuration

The knowledge of loud noise radiation withn50 seems
to be well known for most engineering designers of cooling
fans, but that loud noise is also made with a design ofn561
does not seem to be as commonly known. This perhaps ex-
plains why the most popular design isB57 with S54, as
shown in Fig. 1~a!. The dominant BPF noise (m51) occurs
for k52, n521, which is a loud drag noise. The drag noise
radiated by such a mode has its peaks on the rotational plane,
as indicated by the directivity factor of sin~a! in Eq. ~1!,
where a is the angle between the rotational axis and the
source-observer vector. The drag source is in fact a rotating
dipole which changes the axis constantly on the rotational
plane. In contrast, a thrust noise is a dipole with a fixed axis
which coincides with the rotational axis, for which the sound
pressure directivity is cos~a!. If conventional loudspeakers
are used to construct antisound, a ring of loudspeakers with
delicate phase relation may be required to cancel the drag
noise, while one fixed loudspeaker is all it takes for the thrust
noise. This is the reason why a coincident design ofB5S is
chosen for the current study. Figure 1~c! shows the design of
struts. Note that, for such a configuration, all drag noise is
cancelled out by the rotating blades and does not need any
attention.

It has to be acknowledged that the increased number of
struts increases the time-mean blockage of the flow, and the
aerodynamic performance of the fan may suffer. In fact, the
actual amount of noise radiated by this coincident design of
B5S57 would also be higher than the leading order drag
noise radiation of the original design,B57, S54. A specific
estimate of the sound powers from the two configurations
was made in~Wong and Huang, 2003! and a general analysis

is given for the effect ofSby Huang~2003!, both concluding
thatS is a very dominant factor when the size of each strut is
fixed. However, the conclusion changes if the size of each
strut is allowed to decrease. ForS57, the strut size could be
cut down to 4

7 of the original. In such a case, one strut may
not be able to contain all the electrical wires, and two struts
might be involved for wiring. This issue of practical design
complication is put aside for the moment. Wong and Huang
~2003! also found that the lift fluctuationTkS is almost pro-
portional todx whered is the strut diameter andx.2. So the
reduction in strut size by a factor of47 would give a noise

reduction of at least 20 log10(
7
4)

259.7 dB. This would, to a
large extent, compensate for the difference between the co-
incident thrust noise and the leading-order drag noise radia-
tion from S54. In addition to this justification, there are
cooling fans which feature fewer rotor blades, such asB
53 or 4. In such applications, the coincident design ofS
5B may well be the best choice for structural reasons. In
short, the design ofB5S is not unrealistic for a fan with few
rotor blades, and the original strut size is used for demon-
stration purpose.

The directivity measured in the full anechoic chamber
for the coincident configuration is shown in Fig. 2 in the
form of sound intensity distribution when the fan operates at
3200 rpm. The intensity is calculated by the far field approxi-
mation,I 5prms

2 /(r0c0), whereprms is the local rms value of
the measured sound which contains the near field contribu-
tion. The exact intensity isI 51/2 Re(pur* ), whereur* is the
conjugate of the radial component of the acoustic particle
velocity. For the sound field produced by a simple dipole,
formulas forp and ur can be found in Dowling~1998! for
simulation purpose. When the sound power integration is
carried out over a sphere of radiusr 50.5 m from the fan
center, the error caused by the sound intensity approximation
is 9%, which means 10 log~1.09!50.37 dB. Due to the low
sound pressure level in some part of the fan noise pattern,
use of a large radiusr would give a very poor microphone
signal. Thereforer 50.5 m is used in measurement as a com-
promise. Comparing with sound pressure level, the use of
intensityI in the directivity plot amplifies any nonuniformity
existing in the actual acoustic field. The thin outer curve in

FIG. 2. Directivity of the sound intensity measured atr 050.5 m when the
sample fan operates at 3200 rpm.
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Fig. 2 is the intensity of the overall noise, the thicker inner
line is the rotary component found by synchronous averaging
with the help of a tachometer@see Wong and Huang~2003!
for details#. The sound power level~SWL! is the result of
integration of the sound intensityI, and details are given in
Eq. ~15! of Huang ~2003!. The total sound power levels
~SWL ref. 10212W) for the two intensity distributions are
indicated in the lower label. Note that the rotary noise domi-
nates in this case. Note also that, when the inlet flow condi-
tion is smoothed out, the original fan with four struts shown
in Fig. 1~a! has a sound power of around 47 dB, while the
current coincident configuration has 53.4 dB, which is not
too noisy considering the use ofS57 struts with its original
size.

C. Analysis of the noise components

Ideally, the sound radiated by the fan is a perfect thrust
dipole with an intensity directivity ofI (a)}cos2 a, and the
radiation is perfectly stable with a constant rpm. A single
loudspeaker is then able to radiate a perfect antisound to
cancel the fan noise. The reality deviates from this in many
ways, and the part of noise that does conform to the ideal
assumption is here called controllable noise. Major devia-
tions are analyzed below.

First, the actual sound radiation does not featureT andD
with equal strength on every blade with a perfect time dif-
ference locked with the rotation. Unsteady forces can hardly
be deterministic given the high Reynolds number flow which
is inevitably turbulent. If the force on one blade is different
from the average of the seven blades, the difference can be
seen as the effect of having an additional single strut,S51,
for which the noise of all sorts of spinning pressure moden
exists including the drag noise. Second, the rotational speed
varies from one cycle to the next slightly. Since the active
control technique can only use the information from one
cycle to construct antisound to cancel the noise of the next
cycle, the imperfection of noise radiation caused by rota-
tional speed variation is another source of uncontrollable
noise. Since the directivity shown in Fig. 2 is taken by using
a single microphone traversing the whole horizontal plane of
360°, its deviation from a perfect cos2(a) distribution is also
partly attributed to the temporal variation of rotational speed
and rotor-strut interaction. The extent to which the measured
directivity I (a) conforms to the ideal distribution of, say,
I T cos2 a, may be measured by the following correlation cal-
culation,

I T5E
0

p

I ~a!cos2 a daY E
0

p

cos4 a da, ~2!

and the sound power from the ideal component with ampli-
tude I T is given as

PT5E
0

p

~ I T cos2 a!2pr 0
2 sina da5

I T

3
~4pr 0

2!. ~3!

The estimated intensity amplitudeI T for Fig. 2 is 1.70
31027 W/m2 for the observer radius ofr 050.5 m, and the
thrust sound powerPT is found to be 1.7831027 W, or
SWL510 lg(PT/10212W)552.5 dB. The difference be-

tween this sound power level and the actual rotary sound
power level of 52.7 dB is 0.2 dB. The difference must be
caused by an additional noise for which the sound power
level is estimated as 10 lg(105.272105.25)539.2 dB. This ad-
ditional noise is deemed to be uncontrollable. The difference
between the overall noise and the synchronously averaged
noise also represents the uncontrollable noise by the current
method, but this part of the noise is mainly broadband and is
not the focus of the present study.

The variation of sound radiation from one cycle to the
next is studied by taking the Fourier transform for each cycle
of the measured sound, which containsB57 pressure oscil-
lations for the BPF component. The temporal borders of each
cycle are indicated by the tachometer signal taking into ac-
count the time required for sound propagation over a dis-
tance ofr 050.5 m. The rms value of the BPF sound pressure
varies with the cycle indexn and is denoted asprms(n),
which is shown in Fig. 3 for the front,a50°, and the back of
the fan,a5180°. One possible reason for such variation is
the change of local rpm withn. Assuming that the radiated
sound power follows the usual sixth power law for dipoles,
prms is proportional to~rpm!3. The value ofprms shown in
Fig. 3 has already taken this into account by multiplying a
factor of (rpm0 /rpm)3, where rpm0 is the mean rpm and rpm
is the actual rotational speed for cyclen. Thus corrected, the
variation shown in Fig. 3 is believed to derive solely from
the random aerodynamic events. The amplitude of noise
from such random events is estimated as follows. If the ran-
dom event contributes to the BPF noise with an rms ampli-
tudeAr and the deterministic noise has an amplitudeAd , the
range of the amplitude for the actual noise is, statistically,
@Ad2Ar ,Ad1Ar #. Here,Ad is found easily as the mean of
theprms(n) pattern shown in Fig. 3, i.e.,Ad5prms(n), while
Ar is found asstd(prms)A2. Ar is found to be roughly uni-
form over the whole measurement plane, so the sound power
associated with the random events is calculated asPr

5Ar
24pr 0

2/(r0c0), which is found to be 38.4 dB, very close
to the result of directivity pattern analysis shown in Eqs.~2!
and ~3!. To summarize, the amount of uncontrollable rotary
noise is about 39 dB and the maximum expected rotary
sound power reduction is 52.7–39.0513.7 dB. In terms of
the percentage in sound power, the uncontrollable part rep-
resents 10213.7/1050.043 or 4.3%.

FIG. 3. The cycle-to-cycle variation of the BPF sound pressure amplitude in
~a! the front and~b! the back of the fan.
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III. EXPERIMENTAL STUDIES

An open-loop, feed-forward control is used for the
sample fan being investigated here. The system simply con-
sists of three components. First, a nonacoustic reference from
a miniature electret microphone, of which the details are de-
scribed below, located on the bellmouth of the fan provides
the clock information of the rotating fan blades. To some
extent, the amplitude of the signal is also weakly related to
the rotational speed. Second, the signal is bandpass filtered to
keep the components of BPF and a few chosen harmonics,
and further conditioned in terms of amplitude and phase de-
lay. Third, the conditioned signal drives the loudspeaker at-
tached just beneath the fan to produce the anti-sound to can-
cel out the noise made by the fan at the earliest possible
blade passage cycle, which is 1/B of a rotational cycle. Note
that for deterministic sound from the fan, the acoustic signal
repeatsB times during one rotational cycle. The total time
delay of the system is found to be such that the signal from
one moment is actually used to cancel noise at the next blade
passage. Such a short time delay means that the limitation of
the system performance is mainly rooted in the randomness
of the aeroacoustic source. In what follows, the three ele-
ments of the control rig are discussed before the results are
presented.

A. Experimental setup

The schematic diagram of the experiment is shown in
Fig. 4. Illustrated at the upper-right corner are a1

2-in. survey
microphone~B&K type 4187! and a tachometer~B&K type
M004! connected to a PC equipped with signal analysis soft-
ware MATLAB® and an A/D card. The survey microphone

is not used as error sensor here but is merely for the purpose
of evaluating the results. Note that this part of the experi-
mental setup can be easily absorbed into the controller block
shown in Fig. 4. It is kept as a separate part purely for op-
erational convenience. The rig is built around a dSPACE
~DS1103 PPC! controller, which is a real-time system with
multiple A/D and D/A channels, and a Motorola PowerPC
604e microprocessor running at 333 MHz. The input signal
derives from the rotation sensor and the output goes to the
secondary sound source. The digital controller is connected
to a personal computer through an ISA bus. The control al-
gorithm is simply based on IIR filters constructed by the
SIMULINK function in MATLAB® assembled in the host
personal computer. A real-time interface~RTI! is used to
build the code downloaded to and executed on the dSPACE
hardware. The rotation sensor signal is sampled at 10 kHz,
and the output analog signal is also constructed at an updat-
ing rate of 10 kHz, both deemed sufficient for the range of
frequencies encountered in the current study. The control is
concentrated on the most outstanding peaks on the funda-
mental BPF and its first harmonic,m51, 2, at which the
noise level exceeds the broadband by 17 and 14 dB, respec-
tively. Two filters are constructed as parallel channels, one
for each peak, to extract the rotational information at the two
frequencies. Each channel has its own phase delay and am-
plification variables which can be adjusted manually in the
computer to optimize the results. The outputs from the two
channels are added together before the DA conversion.

The experiment is conducted in a full anechoic chamber
with a cutoff frequency of 80 Hz, and the acoustic directivity
is measured by the survey microphone fixed at one position
0.5 m away from the fan center, while the fan and loud-
speaker rotate on a tripod to traverse all directions on the
horizontal plane at an angular interval of 10°. The pulse sig-
nal from the optical tachometer is sampled together with that
of the electret microphone by a 24-bit AD card using a sam-
pling rate of 16 kHz. More details of the sensor microphone
and other elements in the rig are discussed below.

B. Description of rig components

Normally, a photoelectric tachometer provides the infor-
mation of the instantaneous position of the rotor by generat-
ing a pulse at each passing of a marked blade. Since the
spectral energy of an ideal pulse~delta function! spreads out
over a very wide frequency range, the amount of signal en-
ergy in one narrow band of frequency, such as that around
the BPF, would be necessarily low in proportion. This makes
it less ideal for the current purpose. In addition to this draw-
back, the height of the pulse is independent of the rotational
speed, and it requires some kind of frequency to amplitude
conversion if more antisound needs to be constructed to can-
cel the noise of the fan running at momentarily higher speed.
In this study, a miniature electret microphone is used as the
alternative rotation sensor. The microphone used is a 151
series from Tibbetts industries. It has a cylindrical head 0.1
in. in diameter and 3 mm in height, with a flat frequency
response of 0.018 V/Pa from 300 Hz to 5 kHz. A photoelec-
tric tachometer~B&K type MM0024! is also used in the rig
and is located at some 30 cm upstream of the fan, while the

FIG. 4. Experimental setup in the anechoic chamber. The fan is isolated and
unbaffled, and the secondary louderspeaker is put beneath the fan.

739J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Wang et al.: Fan noise abatement



electret microphone is flush mounted on the inlet bellmouth
of the fan just upstream of the blades. Signals from the pho-
toelectric tachometer and the electret microphone are com-
pared in Fig. 5. The photoelectric tachometer signal is shown
in Fig. 5~a! and its spectrum in Fig. 5~b!. Here, the ripples
around the edges of the pulses are caused by the high-pass
filter installed in the data acquisition system to avoid exces-
sive electronic noise that exists at low frequencies. When the
optical reflex paper is attached to all seven blades of the fan,
the main peaks are found at the BPF and its harmonics. The
appearance of the peaks at the rotational frequency~rps! and
its non-BPF harmonics is caused by the difference among the
pulses due to either the variation of tachometer or the chang-
ing fan rotational speed. The difference between the first
BPF and its two neighboring non-BPF peaks is 16 dB.

Figure 5~c! shows the saw-tooth-like waveform from the
electret microphone, and its spectrum is shown in Fig. 5~d!.
The BPF peak is cleared of its nearest non-BPF peaks by 35
dB. What is measured here is the aerodynamic pressure
variation on the bellmouth surface caused by the constant
sweeping of the blades, which is a source of far field sound
but not all sound by itself. The effect of the blade rotation on
the upstream flow is mainly a potential flow blockage, and its
magnitude should be of the order of the dynamic pressure
head associated with the velocity change during the sweep-
ing. A brief test shows that the measured peak-to-peak pres-
sure variation is 0.140, 0.154, and 0.162 Pa for the rotational
speeds of 3000, 3100, and 3200 rpm, respectively. One sus-
pected drawback of using the miniature microphone is that,
in principle, the fan noise and antisound can also be sensed
leading to a feedback loop in the system. But this worry is
unfounded since the near-field amplitude of the loudspeaker
sound is found to be around 531023 Pa, which is much
lower than the aerodynamic pressure amplitude, 162
31023 Pa.

When the two signals in Figs. 5~a! and~c! are compared
in terms of BPF energy contents, the tachometer has 23%
while the electret microphone has 83%. The large spectral
clearance between the BPF and its non-BPF neighbors for
the electret microphone means that the passband of the filter
does not have to be too narrow in order to extract the BPF
signal. In fact, a very wide band of 200–500 Hz is used in
the current study for the BPF around 373 Hz. This way, the
time delay caused by the filtering is minimal, and the effect
of noise cancellation is expected to be much better than that
based on the photoelectric tachometer. In addition to this
crucial time-delay factor, the use of a miniature microphone
is also more economical and convenient. A much broader
bandpass filter also allows simpler analog construction in
future applications. In terms of the secondary source, a 4-in.
loudspeaker is used, and its dipole directivity is confirmed by
the measurement without the fan. Also, the loudspeaker is
found to have a time delay of 0.4 ms at the frequency of the
BPF for which the period is 2.7 ms.

The overriding consideration for the filter design is the
time delay caused by the filter. A time delay here means that
the signal of the rotational sensor at present is used to con-
struct antisound for the future. The random variation of the
BPF amplitude with respect to the rotational cycle shown in
Fig. 3 means that such delay should be minimized in order to
achieve the best result. Since an infinite-impulse-response
~IIR! filter has much smaller time delay than a finite-
impulse-response~FIR! filter with equivalent bandpass per-
formance, the former is chosen. In making this choice, the
factor of signal distortion by the IIR filter is not much a
factor for the following reason. There is no reason to assume
that the time delay between the component of BPF in the
rotational signal shown in Fig. 5~c! and the radiated sound is
the same as that for the second BPF component. In other
words, the required time delays for the fundamental (m
51) and first harmonic (m52) may well be different. In
fact, due to the variation of the rotational speed of the fan,
the ideal antisound should maintain a fixed phase angle of
180° with respect to the original noise at its varying BPF and
higher harmonics. The varying phase relation between the
sensor signal and the final antisound for various frequencies
means a nonlinear phase response might well be ideal. In this
study, such nonlinear phase response is not studied, nor is the
varying amplitude response that might be beneficial.

As shown in Fig. 5, the sharp BPF peak allows a wide
passband to be used together with a wide transitional band.
This allows a low-order filter to be constructed to achieve a
flat response. For the fan operating at 3200 rpm, 373 Hz is
the fundamental BPF, and 200–550 Hz is chosen as the pass-
band with its center at 375 Hz. The band of 600 to 900 Hz is
chosen for the first harmonic with its center at 750 Hz. A
six-order Chebyshev IIR filter is constructed by using the
leastp-norm optimal IIR filter design in the SIMULINK of
MATLAB®, and the responses of the two filters are shown
in Fig. 6. Based on these filters, a further gain and phase
delay are required to construct the antisound, as shown in the
lower part of Fig. 4. These are achieved by manual tuning for
the two channels independently, although there is no reason
why a formal procedure of system identification cannot be

FIG. 5. Signals from two rotation sensors.~a! is for the photoelectric ta-
chometer and~b! is the spectrum of signal in~a!. ~c! is the signal from the
miniature microphone, and~d! its spectrum.
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followed to achieve the goal of noise minimization. The
manual tuning is based on the display of sound picked up by
the survey microphone on the rotational axis,a50.

C. Results and error analysis

The loudspeaker is put underneath the fan to minimize
its influence on the incoming flow stream. The dipole sound
from the fan and that from the loudspeaker are coupled as an
effective lateral quadrupole with a perpendicular separation
distance ofd510 cm between the two parallel dipole axes.
The ratio of the quadrupole sound power to the dipole sound
power can be shown to be (kd)2/5 ~Dowling, 1998!, where
k52p f /c0 is the wave number. For frequencyf 5373 Hz,
the ratio turns out to be 0.096, which means a maximum
reduction of sound power of210 lg~0.096!510.2 dB. This is
a serious limiting factor. Ideally, a ring of small loudspeakers
should be placed around the fan circumference in order to
create a better coincidence of the centers of the two noise
sources. In practice, two or four loudspeakers might be ad-
equate. Using simple numerical simulation of linear superpo-
sition of sounds from two antisound speakers placed at the
top and the bottom of the fan, which is itself modeled by
seven-point dipoles on a ring of 4.5-cm radius, it is found
that the best cancellation is improved to become 24.1 dB,
which is quite satisfactory. So, the issue of the relatively
large fan-loudspeaker separation distance is temporarily set
aside by the following heuristic method. The parameters of
the antisound are tuned only on the horizontal plane level
with the fan center, and the finalized result is also measured
on the same plane. In terms of the separation of the primary
and secondary sources, the method of shaking the fan itself
as a secondary source~Lauchle et al., 1997! may have
achieved a rather perfect collocation. The only limitation fac-
tor for the performance becomes the issue of whether the
primary and secondary sources have the same dipole compo-
sition and acoustic directivity pattern.

The spectra of synchronous sound measured with and
without the loudspeaker fora50 are presented in Fig. 7. It is
found that 18.5-dB noise reduction is achieved for the first

BPF, and 13.0 dB for the second BPF. There is also a peak at
approximately 3.5 BPF, for which there is virtually no
change in sound pressure level. This source of this peak is
beyond the scope of the current investigation. Acoustic di-
rectivity is also measured on the horizontal plane level with
the center of the fan, and the control on–off comparison of
sound intensity is made in Fig. 8. Figure 8~a! compares the
total synchronous sound pressure levels in decibel units, with
the total sound powers labeled on the horizontal axis. Figure
8~b! gives the details of the control-on directivity, which in-
cludes the overall noise, rotary noise, and the random noise
derived from, respectively, the original signal measured from
the survey microphone, the synchronous average of the mea-
sured signal, and the power difference between the original

FIG. 6. The responses of the two filter channels.~a! and~b! are the magni-
tude and phase response for the first BPF, respectively,~c! and~d! are for the
second.

FIG. 7. Sound pressure spectra at the on-axis peaks of dipole with control
off ~open bar! and on~filled bar!.

FIG. 8. Sound power level comparisons for with and without control.
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and synchronous signals. Note that the rotary noise includes
sound at frequencies other than the harmonics of BPF, such
as 3.5 BPF shown in Fig. 7. The total reduction in the rotary
noise power is 52.7241.9510.8 dB. The overall noise reduc-
tion is 53.4246.357.1 dB while the random noise, about
50.0 dB, is essentially unchanged.

Figures 8~c! and~d! show the sound intensity directivity
of the BPF and 2 BPF noise for control-off and control-on,
respectively. While the control-off pattern is clearly an axial
dipole with some limited distortions, the control-on pattern is
quite irregular and the scale for this figure is amplified by 40
times when compared with Fig. 8~c!. The irregular shape
indicates that most harmonic noise that can be controlled by
the simple scheme has already been suppressed successfully.
The sound power reductions for the two frequencies are 14.8
and 9.8 dB, respectively.

The result of this simple control scheme is determined
by many factors, and the main one has been recognized ear-
lier as the random variation of sound radiation by the rotat-
ing fan~see Fig. 3!. The standard deviation of sound pressure
amplitude is 15.9% while that for the rpm is 0.4%. If the
radiated sound pressure grows with rpm by the third power
law, the variation in the sound pressure amplitude would
have been only 330.451.2%. The difference between this
prediction and the actual 5.6% change in the radiated sound
amplitude means that the variation is rather independent of
the rotational speed change. In fact, the correlation study
between one-cycleprms and rpm3 shows a peak correlation
of only 20%. The deterministic error of using the rotational
signal from one blade passage to control the noise radiated
by the next blade passage is also analyzed in terms of the
phase error due to the response characteristics of the filter
shown in Fig. 6~b!. The error of 0.4% BPF period means a
frequency error of 0.004337351.5 Hz, or a phase response
difference ofdu51.5° based on the phase response curve in
Fig. 6~b!. This phase angle error can only lead to an error of
du in radian units, which is 0.026 or a limit of noise reduc-
tion of 220 lg~0.026!531.7 dB, which is also unlikely to be
a bottleneck of the performance.

IV. CONCLUSIONS

The reported scheme of active acoustic interference
demonstrates that the sound locked with the rotation from the
typical computer cooling fan can be significantly attenuated
by a simple design. More specifically, the following conclu-
sions are drawn.

~1! The noise of the sample computer cooling fan is suffi-
ciently deterministic to allow a meaningful implementa-
tion of the proposed scheme. For the dominant BPF
sound, it is shown that the noise associated with the
seemingly random variation of sound radiation with re-
spect to the fan rotation is about 13.7 dB below that of
the deterministic part. In other words, 95.7% of sound
energy is deterministic, and the maximum expected
noise reduction is 13.7 dB. The experimental rig deals
with the first and second BPF frequencies. The reduc-
tions in the total sound power for these frequencies are
10.4 and 9.8 dB, respectively, while the total synchro-

nous sound is reduced by 10.8 dB. The reduction of the
sound power in the experiment for the BPF, 10.8 dB, is
close enough to the limit of 13.7 dB forecasted for the
deterministic acoustic interference.

~2! The cause of the random variation could have a complex
origin in turbulent fluid dynamics, and the limitation im-
posed by this factor is much more stringent than those
imposed by the known phase delay and amplitude mis-
match problems associated with the inevitable variation
of the fan rotational speed from one cycle to the next. In
fact, this variation is rather small since the total time
delay involved in the current study is only about half of
the blade passage, or114 of the rotational cycle. A more
stringent limitation appears to be the separation distance
between the fan center and the single loudspeaker, but
this problem would be alleviated if two loudspeakers are
used.

~3! If the rotation signal is provided by a traditional photo-
electric tachometer, the pulse signal does not carry suf-
ficient BPF content and it would limit the performance
of the method. In this study, a miniature electret micro-
phone is used to provide the unsteady pressure arising
from the blade rotation just upstream of the rotor. The
signal is found to be very rich in BPF content and is
rather smooth. Spectral analysis shows that the peak at
the BPF is well above the neighboring rps harmonics. As
a result, a broad passband can be used to extract the BPF
signals to drive the loudspeaker. The time delay for the
filter is thus minimized. Apart from this technical advan-
tage, the miniature microphone is also relatively cheap
and small to allow the implementation of the technique
in practice.

~4! The sample fan used in this study is a modified version
of a typical computer cooling fan. In a typical fan, the
number of struts differs from the number of rotor blades,
SÞB. It is pointed out in this study that this seemingly
correct design avoids the worst coincident mode sound
radiation by the unsteady flow thrust, but it is almost
impossible to avoid the equally efficient radiation of
drag noise. Since drag noise originates from a rotating
dipole with a changing dipole axis, the modification
from the usual design with drag noise domination to the
coincident design ofS5B with thrust noise domination
carries the following important technical advantage: a
simple loudspeaker can be used as the secondary source
for the thrust noise but the same cannot be done easily
for the drag noise.
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Inverse method predicting spinning modes radiated
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In the study the inverse problem of deducing the modal structure of the acoustic field generated by
a ducted turbofan is addressed using conventional farfield directivity measurements. The final
objective is to make input data available for predicting noise radiation in other configurations that
would not have been tested. The present paper is devoted to the analytical part of that study. The
proposed method is based on the equations governing ducted sound propagation and free-field
radiation. It leads to fast computations checked on Rolls-Royce tests made in the framework of
previous European projects. Results seem to be reliable although the system of equations to be
solved is generally underdetermined~more propagating modes than acoustic measurements!. A
limited number of modes are thus selected according to anya priori knowledge of the sources. A
first guess of the source amplitudes is obtained by adjusting the calculated maximum of radiation of
each mode to the measured sound pressure level at the same angle. A least squares fitting gives the
final solution. A simple correction can be made to take account of the mean flow velocity inside the
nacelle which shifts the directivity patterns. It consists of modifying the actual frequency to keep the
cut-off ratios unchanged. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850208#

PACS numbers: 43.50.Lj, 43.20.Mv, 43.60.Pt@EGW# Pages: 744–750

I. INTRODUCTION

Free-field radiation from a turbofan at a given frequency
is primarily determined by the modal structure of the acous-
tic waves which may propagate inside the nacelle. Modal
analysis has been made for a long time, since the paper of
Tyler and Sofrin.1 Several ways to do that have been imple-
mented, using either rakes of rotating microphones or arrays
of fixed microphones. Tests however require an expensive
setup, and remain rather long even if data processing is now
entirely digital. They are generally made inside the duct.2,3

Some experiments have also been performed in front of the
intake to avoid intrusive probes whose wakes could interact
with the rotor blades. Measurements then have to be dupli-
cated at several distances from the duct exit to scan the
modal content at various angles of radiation.4,5

Another issue is thus addressed now in several laborato-
ries. If one measures a conventional farfield directivity, can
the generating modal components be deduced? Of course,
that modal splitting has to be made~like the modal analyses!
for the various rotational speeds, and for each tone because
the duct acts on modes like a low-pass filter which becomes
wider when the frequency increases. On the other hand, this
would be very interesting because available acoustic com-
puter codes could then predict the radiated field in other con-
figurations~for instance, other duct shapes, or other duct lin-
ings!, and optimize them. The only hypothesis would be that
there is no coupling between the sources and the ducted
sound field, but this seems to be generally valid.6

The inverse problem is ill-poseda priori.7,8 There is

indeed no reason why there should exist only one set of
propagating modes generating a given free-field directivity.
Moreover, let us call (m,m) a spinning mode,m being the
circumferential wave number andm the radial mode~m>1!.
The root mean square~rms! value of the radiated sound pres-
sure,Prms, at a fixed radial distance from the duct exit and at
a given frequency,f, writes for incoherent modes~see Lewy
et al.9 for a justification of this assumption!

Prms
2 ~w!5(

m,m

Amm
2

2
uFmm~w!u2, ~1!

wherew is the radiation angle, theFmm are the known eigen-
functions, andAmm are the amplitudes of modes (m,m).
PressurePrms is measured atL locationsw l , and theAmm are
the unknowns. We get a system ofL linear equations that is
underdetermined if there are more thanL modes (m,m). For
instance,L518 if measurements are made from 5° to 90°
every 5°, and more than 18 modes may propagate as soon as
the reduced frequencyKR.11 ~R is the duct radius, andK is
the wave number!, or f >1400 Hz if the diameter is 0.864 m
~see the tests in Secs. III and IV!.

It is shown in the paper how the above question can be
solved. Only the feasibility of a solution is discussed, and the
problems related to the numerical reconstruction of the
source pressure will be addressed in a subsequent study. Sev-
eral regularization techniques are available to get a better
conditioned radiation operator,10 mainly in the domain of
acoustical holography for back-propagation of a sound field
generated by a vibrating structure.11,12

Equations related to acoustic ducted propagation and
farfield radiation are reiterated in the next section. In Secs.
III and IV some first results applied to tests made by Rolls-

a!Portions of this work were presented at ICA 2004, 18th International Con-
gress on Acoustics, Kyoto, Japan, 4–9 April 2004.

b!Electronic mail: Serge.Lewy@onera.fr
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Royce within the framework of the previous European
projects FANPAC~Fan Noise Prediction And Control!13 and
RESOUND~Reduction of Engine Source Noise through Un-
derstanding and Novel Design!3,14 are presented. It is as-
sumed in Sec. III that there is no flow inside the duct, but
Sec. IV suggests a simple means of taking into account the
effect of fluid velocity on the directivity patterns.

II. THEORETICAL BACKGROUND

A. In-duct propagation

Let us consider a cylindrical duct of radiusR ~Fig. 1!.
Flow velocity is neglected up to Sec. IV. The in-duct cylin-
drical coordinates are (r ,u,z). The acoustic pressure field at
an angular frequencyv52p f is split into modes (m,m),
such that

p~r ,u,z,t !5(
m,m

pmm~r ,u,z,t !. ~2!

If reflected waves on the duct exit are neglected~this is
rather valid, except for modes close to cutoff!:15,16

pmm~r ,u,z,t !5AmmJm~ktr !ei ~vt2mu2kzz1c!, ~3!

Jm being the Bessel function of the first kind and of orderm,
andc being an arbitrary phase. The transverse wave number,
kt , depends on the boundary conditions. If the duct wall is
perfectly rigid, then

kt5xmm /R, such thatJm8 ~xmm!50. ~4!

The axial wave number,kz , is related to the total wave num-
ber, K5v/a ~where a is the speed of sound!, and to kt

through the dispersion relationship:

K25kz
21kt

2. ~5!

For propagating modes,K>kt andkz is real. A maximum of
the sound pressure level, SPL, for a mode (m,m) is reached
on the duct wall:

SPLwall520 logFAmmuJm~xmm!u

A2pre
G , with pre520mPa.

~6!

The calculation of in-duct sound power starts from the
momentum equation:

r0

]v

]t
1“p50 or ir0aKv1“p50. ~7!

Let us callu the axial component of the acoustical velocityv:

r0aumm~r ,u,z,t !5
i

K

]pmm

]z
5

kz

K
pmm~r ,u,z,t !. ~8!

The axial sound intensity of a propagating mode (m,m) is

i mm5
1

2
Re~pmmumm* !5

Amm
2

2r0a

kz

K
Jm

2 ~ktr !, ~9!

whereRe means ‘‘real part,’’ and the star is the complex
conjugate. The sound power per mode is deduced from inte-
gration on the duct cross section:

wmm5E
0

2pE
0

R

i mmr dr du

5
Amm

2

2r0a

kz

K
2pE

0

R

Jm
2 ~ktr !r dr . ~10!

The radial integral is a Lommel integral. If the duct wall
is perfectly rigid, thenJm8 (ktR)50, and

wmm5
Amm

2

2r0a

kz

K
2p

R2

2 S 12
m2

kt
2R2D Jm

2 ~ktR!. ~11a!

In the special case of a plane wave,m50, kt50, and

E
0

R

J0
2~0!r dr 5

R2

2
.

Reference of sound power levels, PWL, isWre51 m23I re

51 m23pre
2 /(r0a), and

PWLin510 log~wmm /Wre!. ~11b!

B. Farfield radiation

The free space is referred to spherical coordinates
(D,u,w), the origin being on the center of the duct exit~Fig.
1!. Angle u is the same as inside the duct. Anglew50 is on
the fan centerline, andw590° is in the intake plane. Accord-
ing to the model of Tyler and Sofrin1 ~a Rayleigh integral17!,
the farfield sound pressure is

Pmm
~TS!~D,w,t !5 i m11

AmmRkz

2D/R
ei ~vt2KD1c!

3Jm~ktR!F~w!, ~12a!

where the directivityF~w! is given by

F~w!5
2KR sinw

~ktR!22~KR sinw!2
Jm8 ~KR sinw!, ~12b!

with xJm8 (x)5mJm(x)2xJm11(x). If sin w5kt /K, then

F~w!5S 12
m2

kt
2R2D Jm~ktR!. ~13!

The more general Kirchhoff integral is nearly equivalent
for computing farfield radiation:18

Pmm
~K !~D,w,t !5S 1

2
1

K cosw

2kz
D Pmm

~TS!~D,w,t !. ~14!

This equation should be better than Eqs.~12a! and~12b! for
lateral radiation~w'90°! because the hypothesis of flanged
inlet is not required here.

For the plane wave,

FIG. 1. Definition of the coordinates for the computation of sound radiation.
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F~w!5
2J1~KR sinw!

KR sinw
, ~15!

and, if w'0, F~w!'1. It is the only case where
Pmm(D,w,t)Þ0 for w50. The sound level on the centerline
can thus only be generated by the plane wave (m,m)
5(0,1).

The sound intensity of spherical waves simply is

I mm5
Pmm

2

r0a
5

Amm
2

2r0a S Rkz

2D/RD 2

Jm
2 ~ktR!F2~w!. ~16!

Sound power radiated in the half-space 0<w<p/2 is

Wmm5E
0

2pE
0

p/2

I mmD2 sinw dw du

52pD2E
0

p/2

I mm sinw dw,

or

Wmm

Wre
52pD2E

0

p/2 Pmm
2

pre
2

sinw dw, ~17a!

and

PWLout510 log~Wmm /Wre!. ~17b!

Computations are made at anglesw j5 j Dw( j 50,1,...,J)
with a stepDw5p/(2J), and sound power is deduced from
a trapezoidal integration.

Equations of Secs. II A and II B are used to compute the
spinning modes (m,m) radiating into the free field, and their
levels. The basic idea is to calculate a farfield directivity due
to the propagating modes at a given frequency, using arbi-
trary amplitudesAmm ~say, Amm51 Pa). A first estimate
~overprediction! is obtained by equaling the maximum radi-
ated level computed for each mode, and the measured level
at the same angle. The values are then adjusted to get the
best fit to the measured directivity pattern by minimizing a
standard deviation,s, defined below in Eq.~19!. Of course,
any a priori knowledge on the modes being generated is
taken into account. The following section explains how the
method can be implemented, using available experimental
data from previous European programs.

III. EXPERIMENTAL ASSESSMENT

The proposed method has been checked on the
RESOUND tests made by Rolls-Royce in its Ansty Noise
Compressor Test Facility~ANCTF!.14 Let us consider the
test series on the low noise rotor LNR1 with a hard-walled
intake duct. The fan diameter was 2R50.864 m. There were
B526 rotor blades andV558 outlet guide vanes~B andV
are the numbers of blades and vanes, respectively!. The de-
sign rotation speed wasNd58664 rpm. The forward acoustic
farfield was measured in the large anechoic room atD
518.5 m everyDw55°.

There is no interaction mode propagating on the blade
passing frequency~BPF! at subsonic tip speeds, and only
m526 is theoretically propagating on the first harmonic at

2BPF. The sign ofm is of no interest in this study because
both modes (1m,m) and (2m,m) generate exactly the
same directivity pattern.

A. Rotor–stator interaction modes for a low-speed
run

First analyses are relative to 2BPF at a low rotational
speed,N55027 rpm. A crude estimate of the angles of maxi-
mum radiation is deduced from the approximation of geo-
metric acoustics:16

sinwmax'kt /K, ~18!

j5kt /K being the cut-on ratio~0<j<1!. The previous equa-
tion provides basic information to make a first guess of the
main modes radiating in a given direction. It can be seen in
Fig. 2 that there are eight cut-on modesumu56, fromm51 to
m58, radiating in the range 10° to 65°. Also shown are the
33 modes withm51. Notice that the reduced frequency is
KR534.8, and that there are 166 possible propagating
modes (umu,m).

The two upper curves in Fig. 3~a! are the test data,
SPLtest, and the total computed sound pressure level, SPLcalc,

FIG. 2. An estimate of the angles of maximum radiation: Fan LNR1,N
55027 rpm, 2BPF54357 Hz.~Solid lines are just connections between data
points.!

FIG. 3. Computation of sound radiation using rotor–stator interaction
modes: Fan LNR1,N55027 rpm, 2BPF54357 Hz. ~a! Computation of
free-field directivity.~b! Difference between computed and measured sound
pressure levels.
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due to the eight modesumu56 at 2BPF~reference level is
arbitrary, but 0 dB is the same in all the results!. Directivities
of the modes contributing to SPLcalc are also plotted. Figure
3~a! proves that the amplitudes of the spinning modesumu
56 can be adjusted such that prediction fits test data. Dif-
ferences between computed and measured levels, SPLcalc

2SPLtest, are better seen in Fig. 3~b! with an enlarged dB
scale. Agreement is excellent in the range where modesumu
56 radiate~see Fig. 2!, but actual levels cannot be retrieved
at low and large angles, and also aroundw560°.

Some other modes thus need to be generated. According
to Fig. 2, these levels can only be due to low-order modes
~for w'0!, and to modes near cut off~for w'90°!. Modes
m50 to 5 thus are also taken for radiation toward low
angles, and modesm526 to 32 for radiation above 55°, all
with m51. There are 21 modes, more than the 18 measure-
ment locations. The same fit as in Fig. 3~a! is done in Fig.
4~a!, and the differences are plotted in Fig. 4~b! @like Fig.
3~b!#. The horizontal bar on the left hand side of Fig. 4~b! is
a kind of standard deviation,s. It is defined by the following
mean value over the radiation angle,w:

10s/105^10uSPLcalc2SPLtestu/10&w . ~19!

This is the parameter to be minimized in the least
squares fitting. The result is rather good. The errors are less
than 62 dB, and are better than61 dB at most angles. It
must also be reiterated that measurements are used as a com-
parison basis, but they are not perfectly exact, and these data
are submitted to some inaccuracy. Figure 5 shows the sound
levels of the modes, ordered by their radial wave number
~i.e., their angle of maximum radiation!. Three curves are
plotted: the sound pressure level on the duct wall, SPLwall

@Eq. ~6!#, and sound power levels inside the duct and in the
free field, PWLin and PWLout @Eqs.~11b! and~17b!#, respec-
tively. It is assessed that these two last values are the same. A
fourth curve is also shown~black triangles!, corresponding to

the PWL found in Fig. 3. Wall SPL tends to increase for
modes near cutoff~their radial profile is more and more con-
centrated near the duct wall!, but sound power level, PWL, is
more uniform.

Several interesting features are worth being outlined.~i!
Measured radiation can finally be explained by using only 11
modes out of the 21 modes.~ii ! The plane wave~0,1! is
included to get a smooth directivity at low angles toward the
centerline, as is generally found experimentally, but there is
no measurement atw50°. In fact, the curve of Fig. 4~b!
would not be modified if that mode were deleted.~iii ! Mode
~26,1! is very strong, and generates the hump around 60°.
One can notice that 265B, but there is no theoretical reason
why this mode should be present on 2BPF.~iv! Modes~6,7!
and ~6,8! with many radial lobes were present in Fig. 3, but
have become useless in Fig. 4, where they are replaced by
the mode~26,1!. ~v! Modes ~6,1! to ~6,6! exactly have the
same levels in Figs. 3 and 4, and they are higher than modes
~0,1!, ~1,1!, ~30,1!, and ~31,1!. This tends to assess the ro-
bustness of the method.

It can be checked that the system of Eqs.~1! is equiva-
lent to the above fitting if the number of modes is equal to
the number of measurement locations. Let us take the modes
~6,1! to ~6,6!, and test data at 15°, 20°, 25°, 35°, 40°, and
45°. Solutions are accurate because the highest terms of the
matrix iFmmi lie on the diagonal, or are close to it~see Fig.
2!. Table I compares the amplitudesAmm ~in dB! to those
from the least squares fitting. The main difference is on mode
~6,1!. It is shown in Fig. 4~b! that the least squares fitting is
a compromise between the levels measured at 10° and 15°.
The solution of Eqs.~1! exactly reproduces the level at 15°,
but would overestimate that at 10° by 2 dB.

Figure 6 shows the variation of the overall standard de-
viation, s, as defined in Eq.~19!, if the level of one of the
strongest modes,~6,6! or ~26,1!, slightly varies. It is found
that the parameters is well sensitive to mode levels, a varia-
tion of the order of 1 dB modifiess by about 0.1 dB. This

FIG. 4. Computation of sound radiation using 21 modes: Fan LNR1,N
55027 rpm, 2BPF54357 Hz.~a! Computation of free-field directivity.~b!
Difference between computed and measured sound pressure levels.

FIG. 5. Sound levels of the modes generating the 2BPF tone in Fan LNR1
at N55027 rpm.

TABLE I. A comparison of modal amplitudes from least squares fitting and
from Eqs.~1!.

Amm (dB) ~6,1! ~6,2! ~6,3! ~6,4! ~6,5! ~6,6!

Least squares fitting 1.1 1.1 20.1 1.4 5.8 16.2
System of Eqs.~1! 2.4 1.1 0.0 0.8 5.7 17.0
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confirms that the method seems to be rather robust, and the
sound levels can be successively optimized for each mode.

B. Example at another rotational speed

It is important to check the method on 2BPF at another
subsonic rotational speed, sayN57013 rpm. There are 13
propagating modesumu56 ~m51 to 13!. The last mode
~6,13! is closer to the cutoff limit than in the previous case,
and radiates toward large angles. There are 46 modes (m
50 to 45! propagating withm51, but only the first five
(m50 to 4! seem to be sufficient to predict the directivity
toward the low angles.

Figure 7 shows the result using the 18 above modes, this
value being equal to the number of measurement angles. The
sound levels of the modes are given in Fig. 8. Two comments
can again be made.~i! The 18 modes are needed to get a
good fit to the experimental data, except the plane wave,
which is only used as before to get a smooth directivity
around the fan centerline. The main modes which contribute
to the humps of directivity are plotted in Fig. 7~a!. ~ii ! Agree-
ment between computation and test data again is very good;
errors are less than62 dB and close to 0 dB up to angles of
45°. The difference at the large angle of 55° can be due to a

slight shift of the computed directivity of mode~6,11! be-
cause flow velocity is not taken into account~see Sec. IV!.

C. Tone without any propagating interaction mode

One more analysis is shown at the blade passing fre-
quency, BPF, on which no interaction mode can propagate.
The same speed as above is considered,N57013 rpm.

The prediction of radiation is shown in Fig. 9, along
with some curves for the main modes in Fig. 9~a!. The
modes initially used are the 22 propagating modes with
m51, plus modes~13,2! and ~15,2! to try to better fit to the
small humps measured at 55° and 65°. In fact, these two
modes do not lead to any improvement, and Fig. 10 shows
that only 13 modes out of the 24 modes are necessary. The
accuracy is very good@Fig. 9~b!#, lying inside 61 dB. Of
course, this does not mean that another set of modes with
mÞ1 could not give similar results, but modesm51 often are
higher. It can be noted that the plane wave~0,1! tends here to
improve the directivity at small angles, and that its sound
power level is the lowest of the 13 modes~like in the two
previous examples!.

IV. IN-DUCT FLOW EFFECT ON FREE-FIELD
RADIATION

Up until now, the ducted flow Mach number,Max , has
been neglected. If the velocity is assumed to be uniform, Eq.
~4! is replaced by

FIG. 6. Effect of mode levels on standard deviation: Fan LNR1,N
55027 rpm, 2BPF54357 Hz. Horizontal line ats50.65 connects the two
sound pressure levels found in Figs. 4 and 5.

FIG. 7. Computation of sound radiation: Fan LNR1,N57013 rpm, 2BPF
56078 Hz.~a! Computation of free-field directivity.~b! Difference between
computed and measured sound pressure levels.

FIG. 8. Sound levels of the modes generating the 2BPF tone in Fan LNR1
at N57013 rpm.

FIG. 9. Computation of sound radiation: Fan LNR1,N57013 rpm, BPF
53039 Hz.~a! Computation of free-field directivity.~b! Difference between
computed and measured sound pressure levels.

748 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Serge Lewy: Spinning modes radiated from ducted fan



kt5A12Max
2 xmm /R5A12Max

2 kt0 , ~20!

where kt05xmm /R, subscript 0 reminding us that Eq.~4!
applies toMax50. In a first approximation, Eq.~18! remains
valid using this modified value ofkt . The difference between
w0 max ~at Max50) andwmax ~at MaxÞ0) is roughly given
by

w0 max2wmax5arcsinS kt0

K D2arcsinSA12Max
2 kt0

K D ,

~21!

which is plotted in Fig. 11 as a function ofw0 max. The hy-
pothesis neglecting the flow inside the duct is rather valid up
to axial Mach numbersMax50.2– 0.3 ~except at large
angles, i.e., for modes near cutoff!, but Max can reach 0.5 in
front of the blades at high speeds.

It has appeared that the main parameter of free-field ra-
diation is the cut-on ratioj5kt /K. If we want to keep fast
computations, equations of Sec. II without flow can still be
used, but it is noted that

j5
kt

K
5A12Max

2 kt0

K
5

kt0

K8
. ~22!

This means that the actual frequency,f, could be simply re-
placed by a higher frequency,f 8:

K85
K

A12Max
2

or f 85
f

A12Max
2

. ~23!

The change of frequency of course modifies the estimated
amplitudes,Amm .

A case of supersonic tip speed is considered now be-
cause the axial Mach number is high. The rotor mode due to
steady loading can then propagate, and generally dominates

the radiated acoustic field. The main azimuthal mode,m, is
thus equal to the harmonic order of the rotation frequency:
m5B on BPF.

LNR1 tests are not appropriate since that fan is just tran-
sonic at the design speed. Let us thus consider previous
Rolls-Royce tests made in the framework of the European
project FANPAC with a rigid-walled duct.19 Experimental
conditions were similar to those given at the beginning of
Sec. III. The fan diameter also was 2R50.864 m, but the
number of rotor blades wasB524 instead of 26. The main
difference was the design rotation speed, 15% higher than
LNR1, i.e., Nd510 100 rpm, which corresponds to a tip
Mach number of 1.34.

Figure 12 is relative to BPF at a supersonic rotational
speedN59411 rpm~the tip Mach number is 1.25!. Figure
12~a! shows the radiation of modem5B524 computed at
the actual frequency,f 53764 Hz. This does not agree with
the measured directivity. The axial Mach number isMax

50.504, and the frequency given by Eq.~23! is f 8
54358 Hz. Figure 12~b! shows that the maximum around
55° then is well retrieved. Only the first radial mode~24,1! is
propagating in the case of Fig. 12~a!, and its sound power
level is the same in both graphs. The second radial mode
~24,2! also propagates in the case of Fig. 12~b!, but it does
not seem to contribute to radiation.

Some other modes of lower order are required to predict
the radiation at smaller angles, mainly around 20°. Figure 13
displays as before the results using the 33 propagating modes
with m51 at the modified BPF. Prediction is again very good
except at large angles, but experimental levels seem to be
rather low in this run~see the gap between 85° and 90°!.

FIG. 10. Sound levels of the modes generating the BPF tone in Fan LNR1
at N57013 rpm.

FIG. 11. In-duct flow effect on the angle of maximum radiation.

FIG. 12. Computation of sound radiation by modeP5%524 on BPF of the
FANPAC fan at a supersonic tip speed:N59411 rpm.~a! Computation at
the actual frequency:f 53764 Hz. ~b! Computation at modified frequency:
f 854358 Hz.
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Figure 14 shows that only 11 spinning modes contribute to
radiation. The rotor mode~24,1! is the highest, but some
neighboring modes nearly have the same level. The peak at
20° is due to strong modes~8,1!, ~9,1!, and~10,1!.

V. CONCLUSIONS

It has been found that the basic theory of ducted propa-
gation and free-field radiation well describes the actual fan
directivity measured in an anechoic chamber. This leads to a
fast computer code that can easily be used to predict the
spinning modes generating a given tone. The flow axial
Mach number inside the duct can be simply introduced by
modifying the actual frequency, and this correction must be
done at high speeds to find valid directivities. The examples
discussed in this article have shown that the method seems to
be robust.

The next step will be the implementation of an auto-
matic procedure to numerically determine the acoustic levels
of the modes. The system of linear equations written in the
Introduction gives us the amplitudes of the modes if we take
as many modes as measurement locations in the free field.
The solution can be accurate since the square matrix of co-
efficients looks like a diagonal matrix, i.e., the main terms
are on the diagonal or near it if modes are ordered according
to their transverse wave number. A least squares fitting has
however to be made in a more general case when the num-
bers of modes and of measured sound levels are not equal.
The standard deviation that has been defined appears to be a
valid parameter to be minimized.

The proposed method will be assessed during the model
engine fan tests planned within the European Integrated Plat-
form SILENCE®, which will include both in-duct modal
analyses and free-field acoustic measurements. The final ob-
jective is to deduce the modal structure generated by the
acoustic sources from free-field measurements without re-
quiring any in-duct modal analysis. These data can then be
used as inputs in computer codes to optimize the nacelle
shape and lining.

ACKNOWLEDGMENTS

This work has been done within the European Integrated
Platform SILENCE®, and has been partly funded by the Eu-
ropean Union.

1J. M. Tyler and T. G. Sofrin, ‘‘Axial flow compressor noise studies,’’ SAE
Trans.70, 309–332~1962!.

2U. Bolleter and M. J. Crocker, ‘‘Theory and measurement of modal spec-
tra in hard-walled cylindrical ducts,’’ J. Acoust. Soc. Am.51, 1439–1447
~1972!.

3E. R. Rademaker and P. Sijtsma, ‘‘Mode detection with an optimised array
in a model turbofan engine intake at varying shaft speeds,’’ 7th AIAA/
CEAS Aeroacoustics Conference, Maastricht, The Netherlands, 28–30
May, 2001, AIAA Paper No. 2001-2181.

4S. Lewy and H. Gounet, ‘‘Experimental study of the acoustic spinning
modes generated by a helicopter turboshaft engine,’’18th Congress of the
International Council of the Aeronautical Sciences, Beijing, 20–25 Sep-
tember, 1992, ICAS-92-1.5.1, ICAS Proceedings 1992, ICAS & AIAA,
Vol. 1, pp. 898–906.

5F. Farassat, D. M. Nark, and R. H. Thomas, ‘‘The detection of radiated
modes from ducted fan engine,’’7th AIAA/CEAS Aeroacoustics Confer-
ence, Maastricht, The Netherlands, 28–30 May, 2001, AIAA Paper No.
2001-2138.

6F. Farassat and P. L. Spence, ‘‘Noise radiation from ducted fans with
realistic duct-rotor coupling,’’ J. Acoust. Soc. Am.92, 2456~1992!.

7P. A. Nelson, ‘‘A review of some inverse problems in acoustics,’’ Int. J.
Acoust. Vib.6, 118–134~2001!.

8M. B. S. Magalha˜es and R. A. Tenenbaum, ‘‘Sound sources reconstruction
techniques: A review of their evolution and new trends,’’ Acta Acust.90,
199–220~2004!.

9S. Lewy, J. Lambourion, C. Malarmey, M. Perulli, and B. Rafine, ‘‘Direct
experimental verification of the theoretical model predicting rotor noise
generation,’’ AIAA 5th Aeroacoustics Conference, Seattle, WA, 12–14
March, 1979, AIAA Paper No. 79-0658.

10R. W. Schaffer, R. M. Mersereau, and M. A. Richards, ‘‘Constrained it-
erative restoration algorithm,’’ Proc. IEEE69, 432–450~1981!.

11E. G. Williams, ‘‘Regularization methods for near-field acoustical holog-
raphy,’’ J. Acoust. Soc. Am.110, 1976–1988~2001!.

12T. Semenova and S. F. Wu, ‘‘The Helmholtz equation least-squares
method and Rayleigh hypothesis in near-field acoustical holography,’’ J.
Acoust. Soc. Am.115, 1632–1640~2004!.

13P. J. G. Schwaller, B. J. Tester, and D. G. Henshaw, ‘‘The effects on fan
noise of inlet steady flow distortion,’’3rd AIAA/CEAS Aeroacoustics Con-
ference, Atlanta, GA, 12–14 May, 1997, AIAA Paper No. 97-1590-CP.

14C. L. Bewick, M. J. Adams, P. J. G. Schwaller, and L. Xu, ‘‘Noise and
aerodynamic design and test of a low tip speed fan,’’7th AIAA/CEAS
Aeroacoustics Conference, Maastricht, The Netherlands, 28–30 May,
2001, AIAA Paper 2001–2268.

15E. Lumsdaine, ‘‘Calculation of pressure reflection ratio,’’ J. Sound Vib.52,
145–147~1977!.

16E. J. Rice, ‘‘Multimodal far field acoustic radiation pattern using mode
cutoff ratio,’’ AIAA J. 16, 906–911~1978!.

17E. G. Williams and J. D. Maynard, ‘‘Numerical evaluation of the Rayleigh
integral for planar radiators using the FFT,’’ J. Acoust. Soc. Am.72,
2020–2030~1982!.

18S. Lewy, ‘‘Computation of broadband noise radiated by a ducted fan in a
uniform flow,’’ Int. J. Acoust. Vib.8, 211–218~2003!.

19S. Lewy, ‘‘Experimental study of upstream fan broadband noise radiated
by a turbofan model,’’ Int. J. Acoust. Vib.6, 65–75~2001!.

FIG. 13. Computation of sound radiation: FANPAC fan,N59411 rpm, cor-
rected BPF54358 Hz.

FIG. 14. Sound levels of the modes generating the BPF tone in the FANPAC
fan atN59411 rpm.

750 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Serge Lewy: Spinning modes radiated from ducted fan



Effective impedance spectra for predicting rough sea effects
on atmospheric impulsive soundsa)

Patrice Boulanger and Keith Attenboroughb)

Department of Engineering, The University of Hull, Hull HU6 7RX, United Kingdom

~Received 18 October 2003; revised 2 November 2004; accepted 5 November 2004!

Two methods of calculating the effective impedance spectra of acoustically hard, randomly rough,
two-dimensional surfaces valid for acoustic wavelengths large compared with the roughness scales
have been explored. The first method uses the complex excess attenuation spectrum due to a point
source above a rough boundary predicted by a boundary element method~BEM! and solves for
effective impedance roots identified by a winding number integral method. The second method is
based on an analytical theory in which the contributions from random distributions of surface
scatterers are summed to obtain the total scattered field. Effective impedance spectra deduced from
measurements of the complex excess attenuation above 2D randomly rough surfaces formed by
semicylinders and wedges have been compared to predictions from the two approaches. Although
the analytical theory gives relatively poor predictions, BEM-deduced effective impedance spectra
agree tolerably well with measured data. Simple polynomials have been found to fit BEM-deduced
spectra for surfaces formed by intersecting parabolas corresponding to average roughness heights
between 0.25 and 7.5 m and for five incidence angles for each average height. Predicted effects of
sea-surface roughness on sonic boom profiles and rise time are comparable to those due to
turbulence and molecular relaxation effects. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1847872#
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I. INTRODUCTION

Effects on continuous outdoor sound result from ground
porosity and surface roughness. Roughness leads to specular
and nonspecular scatter and changes the effective impedance
of the ground.1–3 The main effect of the finite surface imped-
ance of the ground on sonic boom propagation is on each
side of the carpet edge and in the shadow zone.4 There are
less important effects in the primary carpet, where the inci-
dence angle varies quite significantly. To reduce the noise
impact of sonic booms from civil supersonic flights, it is
likely that, wherever possible, the aircraft will pass through
the sound barrier over the sea. This means that prediction of
sonic boom characteristics in coastal areas will be important
and will involve propagation over the sea as well as over
land. Given that the specific impedance of seawater is greater
than that of air by four orders of magnitude, the sea surface
may be considered to be acoustically hard. Nevertheless, it is
likely that boom characteristics are modified during near-
grazing propagation above a rough sea surface. Such propa-
gation is likely to be of interest also when predicting sound
propagation from near-ground explosions. Although the sea
surface is continuously in motion associated with winds and
currents, so that the scattered field is not constant, a sonic
boom or blast waveform is sufficiently short compared with
the period of the sea-surface motion that the roughness may
be considered to be static. If the incident acoustic wave-
lengths are large compared with the water wave heights and
periods, the effect of the diffraction of sound waves by

roughness may be modeed by an effective impedance, and
this is a convenient way to incorporate the acoustical prop-
erties of a rough sea surface into sonic boom and blast sound
propagation models. The objective of this work is to develop
models for the effective impedance spectra of rough, hard
surfaces corresponding to different sea states. Several theo-
ries have been developed to describe the effective impedance
of rough surfaces when the roughness scale is small com-
pared to the acoustic wavelength. The boss theory attributed
to Biot and Tolstoy~see Ref. 3! models rough surfaces of
finite impedance but does not account for nonspecular scat-
tering ~sometimes called incoherent scattering!. Inclusion of
effects of nonspecular scattering has been found necessary
when comparing predicted results with measurements.3 Lu-
cas and Twersky5 have developed a theory that incorporates
a nonspecular scattering term in the effective admittance.
When used to model 2D periodic and random hard rough-
ness, this theory has been found to give reasonable agree-
ment with measured ground effect.2 This model has been
extended heuristically3 to finite impedance roughness, and
the resulting predictions have given good agreement with
ground effect measured over rough sand surfaces in the labo-
ratory and with data obtained over outdoor ground surfaces.

There have been several studies of the derivation of ef-
fective impedance from excess attenuation~EA!
measurements.6 A novel component of the work reported
here is to use a winding number integral method7 to identify
the impedance roots of the classical expression for the sound
field due to a point source above a smooth impedance plane.
In addition, a boundary element method~BEM! is used to
predict EA spectra that are compared with predictions from

a!Parts of this paper were presented at the 10th LRSPS Grenoble 2002 and at
Forum Acusticum, Seville 2002.

b!Electronic mail: k.attenborough@hull.ac.uk
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Lucas and Twersky’s theory and measurements. Complex ex-
cess attenuation spectra obtained from measurements and
BEM simulations are used to deduce effective impedance
spectra, and the results are compared to Lucas and Twersky’s
analytical theory. The BEM has proved capable of accurate
predictions of sound-pressure level for propagation from a
point source over mixed impedance8 and rough, hard
ground.2 However, the real part of impedance predicted by
Lucas and Twersky’s theory for a hard, rough surface does
not conform to the low-frequency limit~infinite real! that is
expected from physical considerations. Moreover, it is found
to give less satisfactory agreement with hard, rough surface
data than the BEM. For these reasons, BEM calculations
have been used to derive effective impedance spectra for
hypothetical rough surfaces corresponding to certain sea
states and several incidence angles. Intersecting parabolas
are used to represent rough sea surfaces. Simple frequency-
dependent polynomial fits of BEM-deduced spectra are used
for the effective impedance evaluations. Coefficients are ob-
tained that enable prediction of the effective surface imped-
ance for six rough-sea states and for five incidence angles.
As they result from fitting averages of several BEM predic-
tions using deterministic profiles with randomly generated
roughness heights, the polynomials offer a ‘‘shortcut’’ to use
of multiple BEM predictions.

Section II describes the boundary element method for
predicting complex excess attenuation~EA! and Lucas and
Twersky’s analytical boss theory for effective admittance.
Section III describes the winding number integral method to
obtain the effective impedance for rough surfaces from the
measured or BEM-predicted complex EA. Section IV tests
the validity of the model’s predictions by comparing results
with measured data for semicylindrical and wedge-shaped
roughness. Polynomial fits of the BEM-deduced effective
impedance are also presented. Section V shows an example
of BEM EA and deduced effective impedance for one aver-
age height of parabolically shaped roughness and for one
grazing angle. The effective impedance fit coefficients ob-
tained for six average roughness sizes and five incidence
angles are shown to be dependent on both average roughness
sizes and incidence angles, and an interpretation is presented
in section VI A–B. Section VI C gives a brief analysis of the
inaccuracies in the effective impedance fit-coefficient estima-
tions. Section VII shows that the BEM-predicted EA fluctua-
tions may be due to roughness-induced surface waves, and
Sec. VIII presents predictions of the rough-sea surface effect
on sonic boom profiles. Conclusions are drawn in Sec. IX.

II. THE MODELS

A. The boundary element numerical model

Chandler-Wilde9,10 has developed a boundary integral
equation method for solving the Helmholtz equation for the
pressure at the receiver due to a line source above an imped-
ance plane. The resulting boundary integral equation is
solved approximately by assuming a constant pressure over
each boundary element of the ground surface and using the
~point! collocation method. The latter approximates the solu-
tion by weighted residuals and sets the residual function to

zero at a series of points. These equations for each point plus
the discretization of the integral equation give a system of
equations whose dimension is the number of collocation
points. It is possible to model either a flat or a profiled
ground surface since the discretizing points can be chosen
out of the horizontal plane. To save computation time, an
equivalent two-dimensional problem is solved, i.e., only
ground and sound sources that show no variation along one
axis are modeed. Source, receiver, and specular reflection
point are assumed to be in a vertical plane perpendicular to
the roughness axis, and a line integral is solved instead of a
surface integral. The acoustic impedance can be chosen in-
dependently for each surface element of the profile. The
BEM is used to predict sound levels over rough surfaces by
including the roughness profile in the form of node coordi-
nates input to the program. In the models used in this work,
acoustically hard surfaces are modeled by setting admittance
b50.

B. Twersky’s analytical theory

Lucas and Twersky have developed a boss model5 to
describe coherent reflection from a hard~or a pressure-
release! surface containing semicylindrical or semielliptical
roughness in which the contributions of the scatterers are
summed to obtain the total scattered field. Sparse and closely
packed distributions of bosses have been considered and in-
teractions between neighboring scatterers have been in-
cluded. The model predicts a real part of the effective admit-
tance of the rough, hard surface, which may be attributed to
nonspecular scattering.

1. Semicircular cylinders

Consider a plane wave incident on an array of semicyl-
inders of radiusa and mean center-to-center spacingb on an
otherwise plane hard boundary~see Fig. 1!. The angle of
incidence with respect to the normal isa and the angle~azi-
muthal angle! between the projection of the wave vector on
the horizontal plane and the axis perpendicular to the cylin-
drical roughness elements isw. Twersky’s result for the ef-
fective specific acoustic admittanceb relative to air of a
rough, hard surface~zero admittance of the rough material!
containing randomly spaced 2D circular semicylinders is

b5h2 i j, ~1!

where

FIG. 1. A plane wave obliquely incident on a surface containing semicylin-
drical bosses.
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j~a,w!'kV@211~d cos2~w!1sin2~w!!sin2~a!#1O~k3!,
~2!

h~a,w!'
nk3p2a4

8
~12W!2H ~12sin2 a sin2 w!

3F11S d2

2
cos2 w2sin2 w D sin2 aG J 1O~k5! ~3!

The termV5npa2/2 is the raised cross sectional area per
unit length,n is the number of semicylinders per unit length
(51/b), d52/(11I ) is a measure of the dipole coupling
between the semicylinders, andI 5(a2/b* 2)I 2 . The integral
I 2 is evaluated in Ref. 5. (12W)2 is a packing factor intro-
duced for random distributions,W5nb* 5b* /b, b* is the
minimum ~center-to-center! separation between two cylin-
ders, andk52p f /c is the wave number withf the frequency
and c the speed of sound. Note that, in Ref. 2, the factor
(12W2) in the expression forh should be (12W)2, and the
factor b in the denominator of the definition ofI should be
b* .

2. Semielliptical cylinders

According to Lucas and Twersky,5 if semielliptical cyl-
inders have ratioK between the major (Ka) and minor~a!
axes such thatV5npa2K/2, the dipole coupling between the
semicylinders isd511K/(11I @K(11K)/2#). Note thatK
is defined erroneously as the eccentricity in Ref. 2. The
source heighths , n, Ka, a, andb* are varied to obtain the
best least-square fit with the effective impedance obtained
from BEM predictions or from measured data. The fre-
quency dependence of the admittance,b5Re(b)1i lm(b),
is given by Re(b)5xf31O( f 5) and Im(b)5gf1O( f 3),
wherex is a positive coefficient and the sign of the coeffi-
cientg depends on the semiwidth/height of the semielliptical
cylinders but is mostly negative for near-semicylindrical
roughness shapes. Whenf tends to zero, Re~b! decreases
much faster than lm~b! and the effective specific acoustic
impedanceZ tends tò as2 i /(g f ). This implies that, when
f tends to zero, Re(Z) tends towards zero and2 lm(Z) goes
to 2`. This result is confirmed by the effective impedance
graphs presented in Sec. IV.

III. EFFECTIVE IMPEDANCE OBTAINED FROM
MEASURED AND BEM-BASED EXCESS
ATTENUATION

A. Computation method for excess attenuation

The magnitude of excess attenuation~EA!, which is the
attenuation of the sound wave in excess of that from spheri-
cal spreading, is defined for both models and measurements
by

EA520 lgU P

P1
U. ~4!

Here, the direct wave is given by

P15P0

exp~ ikR1!

R1
. ~5!

The total pressureP for the model based on Twersky’s theory
is computed from11

P5P0

exp~ ikR1!

R1
1QP0

exp~ ikR2!

R2
. ~6!

The distancesR1 and R2 are the direct and specularly re-
flected path lengths. The spherical wave reflection coefficient
is defined byQ5R1@12R#F(w).

The plane-wave reflection coefficientR5(cosa
2b)/(cosa1b), the boundary loss factorF(w)51
1 iApwe2w2

erfc(2iw), and the numerical distancew

5A 1
2ikR2(b1cosa). For semicylindrical hard, rough sur-

faces, the effective admittanceb relative to air that appears
in the above expressions forR andw is obtained from Eqs.
~1!–~3!.

B. Effective impedance from BEM-predicted
or measured excess attenuation

1. The admittance root equation

The complex pressure ratio,P/P1 , evaluated numeri-
cally using the BEM and by measurements, corresponds to
the attenuation due to the interference between the direct
wave and the surface reflected wave. Both parts of the com-
plex pressure ratio are needed to evaluate the complex effec-
tive impedance relative to air. To estimate the effective im-
pedance of a rough surface, it is postulated that the complex
pressure ratio predicted by the BEM~or measured! is pro-
duced by a smooth surface with effective admittancebeff

relative to air. Use is made of the classical expression for the
sound field due to a point source above an impedance bound-
ary. The problem becomes a search for complex rootsbeff of
the equation

11
R1

R2
eik~R22R1!H cosa2b

cosa1b
1S 12

cosa2b

cosa1b D
3~11 iApw~b!e2w~b!2

erfc@2 iw~b!#!J 2
P

P1
50.

~7!

This equation is solved for each frequency point and for
input values ofR1 , R2 , cosa, P, andP1 . Since it does not
have a readily available analytical solution, numerical meth-
ods must be used. Among the standard numerical methods
for finding the roots of complex variable equations, the
Newton–Raphson method has been used previously in effec-
tive impedance estimations,6 but produces only one root per
frequency point. Another method, Mu¨ller’s algorithm, is
found in the IMSL library routine ‘‘ZANLY ’’ 12 but is limited
to two roots for each frequency point. If several roots are in
the same complex admittance neighborhood for a given fre-
quency, such single-root methods may pick up a root belong-
ing to another root spectrum and follow that for subsequent
frequencies, giving mixed root spectra as a result. Indeed,
this has been observed in several test cases when solving Eq.
~7!. To avoid this problem, a third, more thorough, root
search method based on winding number integral has been
developed.
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2. The winding number integral method

The winding number integral is a contour integral
around a closed path in the complex plane. It is used to
determine the presence of zeros and poles in the enclosed
area. Having determined that a closed area in the complex
plane contains roots, the location of those roots can be de-
duced with a high degree of accuracy by using higher mo-
ments of the winding integral. The method has been applied
by Brazier-Smithet al.7 to the determination of the roots of
dispersion equations. Assume that it is desired to determine
the roots of a functionF, analytic everywhere inside a closed
contourG. The difference between the number of zerosnZ

and the number of polesnP of F insideG can be computed
from the integral

1

2p i R
G

F8

F
dz5nz2np . ~8!

The complex integral can be evaluated by the winding num-
ber wnd(F(G),0) of F(G) around the origin in an anticlock-
wise path such that

nZ2nP5wnd~F~G!,0!. ~9!

Once the image of the closed contourG is computed by the
function F, it is simple to divide the path into a series of
chords and examine whether each chord takes ln(F) across
the negative real axis. If it crosses from above, the winding
number is increased by 1. If it crosses from below, it is
reduced by 1. When the number of zeros inside a contour is
established, the roots need to be identified. If, as in this work,
there is a search for two roots at a time in a contour, only the
first two moments of the winding integral are required. The
moment of ordern is given by

I n52
1

2p i H @zn ln F#2n R
G
zn21 ln FdzJ

5(
i

~zz
i !n2(

j
~zp

j !n, ~10!

wherezz
i is the location of theith zero and wherezp

j is the
location of thejth pole. Equation~7! shows only one pole for
b52cos~u!; therefore, the expressions for the moments are
simplified and contain onlyzz

i in most of the complex plane.
When the winding number is equal to 1, the single zero is
given byI 1 and, when the winding number is equal to 2, the
two zeros are determined by the roots of the quadratic equa-
tion

z22I 1z10.5~ I 1
22I 2!50. ~11!

If three roots are sought at a time, the third moment of the
winding number integral is needed and it should be noted
that the constant term,2(I 1

2)/6 in Eq. ~9! of Ref. 8, should
be2(I 1

3)/6. The integral@Eq. ~10!# is computed numerically
with a Riemann sum. Great care must be exercised when
computing the function ln(F) because ln is not analytical
across the negative real axis and the argumentF of ln might
cross this branch cut. This potential discontinuity in ln(F(z))
is solved using an analytical continuation of ln across the
branch cut. Thus, instead of considering ln as a simple func-

tion, it is viewed as a family of ln functions, each defined on
a separate Riemann sheet. This allows continuity of the
ln(F(z)) family function at each branch cut. A branch cut is
viewed as a seam between two successive Riemann sheets.

In general, the relative calculation errors of the moments
I n increase with the ordern. For finding the roots of Eq.~7!,
the method uses a series of square contoursG in which to
search for the roots. The square is the most convenient and
efficient geometrical shape with which to cover theb plane
in the areas of interest. If more than two roots are detected
with the winding number count inside each square contourG,
a smaller contour must be chosen. An important computa-
tional constraint is the number of pointsN used to discretize
a given contour size. This number is crucial as it determines
also the relative error of the numerical integration used to
evaluate the first and second momentsI 1 andI 2 of the wind-
ing integral on which the root search is based. IfN is too
small, the estimation of the root values is so approximate that
they do not satisfy the root conditionF(z)50. It was found
that 2N points with N512 for a 232 square contour ofG
would give a root relative error of 0.01 on known roots of a
test function. As a consequence, the search area has been
divided into a series of small 232 square contours in the
complexb plane. Using such contours, an 800-MHz proces-
sor takes 10 min to run a root search for one frequency point
in a 10003100 array ofb values.

Although the winding number integral method is more
demanding computationally than the Newton–Raphson or
Müller method, it allows complete root searches when the
classical methods fail to converge. It has been found that, for
some roughness profiles, there are frequency ranges with
only negative real effective impedance roots. This unphysical
behavior may result from the enhanced EA levels~.6 dB!
~Ref. 13! possibly caused by surface waves~see Secs. IV–
VII !. To avoid this difficulty, several BEM EA spectra cor-
responding to various roughness profiles of same average
roughness height have been averaged, and the effective im-
pedance relative to air has been evaluated from the averaged
complex EA above a raised smooth plane representing the
ground surface. The following section gives more details of
the method and compares the results with measurements
made above arrays of 2D random hard semicylinders and
wedge roughness profiles.

IV. RESULTS FOR HARD, RANDOMLY SPACED
SEMICYLINDRICAL AND WEDGE ROUGHNESS

In the following, d denotes the source–receiver separa-
tion distance,h represents the~equal! source and receiver
heights,heff is the effective source and receiver height,l is
the semicylinder diameter, andZ is the impedance. In the
measurements,d51 m, h50.1 m, and the semicylinder and
wedge roughness axes were perpendicular to the source–
receiver propagation path. Since the experimental procedure
has been described in detail elsewhere,2 only the results are
reported here. Since the measured data and BEM predictions
of excess attenuation spectra are rather sensitive to the
roughness condition at the point of specular reflection be-
tween source and receiver, EA data and predictions have
been averaged over several random distributions. This at-
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tempts to obtain an average result appropriate to particular
random profiles. The averaging process can be justified fur-
ther since, during the propagation of the boom over the sea,
the roughness profile at the specular reflection point will vary
with time and location.

A. Excess attenuation and effective impedance
results for surfaces including small, hard, randomly
spaced semicylinders

The averaged BEM-predicted excess attenuation spec-
trum above surfaces formed by 20 hard, randomly spaced
semicylinders withl 50.0135 m@Fig. 2~b!# compares favor-
ably with averaged measured data@Fig. 2~a!#. It should be
noted that these measured data are unreliable below 700 Hz
as a result of the limited frequency response of the loud-
speaker used in the measurements. Note also that the fre-
quency of the threshold of reliability varies between experi-
ments. When using BEM predictions and the nominal ground
plane height, then, at some frequency points, the winding
number integral method results in unphysical negative real
impedance roots @of Eq. ~7!#. Calculations reported
elsewhere14 suggest that the negative values of Re(Z) are due
to the oscillations of the EA magnitude around 6 dB. Section
VII investigates whether surface waves can explain instances
of BEM-predicted EA.6dB. The results are improved when
the effective impedance is computed with the effective
height of the ground plane set to the top of the random
roughness (heff50.093 m). Raising the effective impedance
plane above the lowest point in the roughness profile has
been suggested before.15,16 Consequently a raised effective

impedance plane has been employed when calculating effec-
tive impedance spectra from BEM predictions. In addition,
any negative values of Re(Z) are set to zero. The latter step
produces very little discrepancy between the nominal and
deduced EA. The effective impedances deduced from mea-
sured data and BEM predictions are shown in Figs. 3~a! and
~b!, respectively. The predictions resulting from a five-
parameter least-square fit with Lucas and Twersky’s theory
are compared also to

Re~Z!5a f 211d, ~12!

and

Im~Z!5a8 f 21/21d8, ~13!

respectively. These polynomial forms are chosen empirically,
but they resemble the two-parameter model for the surface
impedance of rigid porous ground in which the porosity de-
creases with depth.17–19 However, in this ground impedance
model, the real part is proportional to 1/A f and the imaginary
part contains terms proportional to 1/A f and 1/f . The forms
of these polynomials ensure that the real part dominates at
low frequency. This is consistent with the BEM results and
expected from physical considerations. The effective imped-
ance spectra obtained from measured data agree fairly well
with the BEM results in the frequency range 700–7000 Hz
for the real part and in the frequency range 2000–5000 Hz
for the imaginary part. Note, however, that an unexpected
resonance at 8000 Hz in the deduced impedance is obtained
from measurements. Such high-frequency resonance is seen
frequently in the impedance spectra deduced from measured
complex EA for small roughness and in BEM predictions of

FIG. 2. Measured ~a! and BEM-
predicted~b! excess attenuation spec-
tra above a surface containing small,
identical semicylindrical roughness el-
ements.

FIG. 3. Effective impedance from
measured~a! and BEM-predicted~b!
complex excess attenuation above
small, identical semicylindrical rough-
ness elements.
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the effective impedance for surfaces with parabolically
shaped roughness, but their cause is unknown. In the BEM
predictions, the magnitude of these resonances is found to
depend on the location of the effective impedance plane.
Additional measurements with larger semicylindrical rough-
ness have been compared to theory and the results, not re-
ported here, show greater discrepancies.

B. Excess attenuation and effective impedance
results for triangular wedge roughness

Measurements and BEM predictions have been made for
profiles formed by random distributions of 15 hard rods with
identical triangular cross sections. The base and height of the
triangle are 0.03 and 0.015 m, respectively. The averaged EA
spectrum from the BEM predictions@Fig. 4~b!# compares
favorably with averaged measured data@Fig. 4~a!#. It should
be noted that the measured data are unreliable below 400 Hz.
The effective impedance computed from the measured data
and BEM EA predictions are shown in Figs. 5~a! and ~b!,
respectively. The agreement between effective impedance
obtained from measured and predicted data is good for fre-
quencies in the range 400–6000 Hz. As mentioned in Sec.
II B, using the Lucas and Twersky analytical results, the low-
frequency predictions of the real part of effective impedance
found for all roughness sizes considered tend toward zero,
although increasing values are expected and predicted from
the BEM simulations. Table I summarizes the parameter val-
ues obtained by fitting the Lucas and Twersky model to the
BEM predictions and to the measured data for all of the
roughness forms considered in Sec. IV. The polynomial fit

coefficients obtained from the measurements and BEM pre-
dictions are summarized in Table II. The Lucas and Twersky
theory is based on the approximationka,1 that is valid for
the small semicylindrical and wedge roughness for frequen-
cies below 8000 and 5100 Hz, respectively. Despite being in
the nominal frequency domain of validity, the low-frequency
predictions of Lucas and Twersky’s theory are poor. Conse-
quently, only BEM calculations have been used to predict
sound levels over profiles formed from intersecting parabolas
and intended to represent the rough sea surface.

V. PARABOLIC ROUGHNESS RESULTS

Random intersecting parabolic profiles have been used
to model acoustically hard, rough random surfaces corre-
sponding to the various sea states. Parabolic wave crests are
sharper and the wave troughs are flatter than in the usual
sinusoidal profiles.14 The heightH and wavelengthl of the
parabolic roughness are related by the ratioH/l50.1. This
value is chosen to be below the value 0.14, beyond which the
water waves break.13 Random parabolic wave surfaces have
been generated using a random number generator while con-
straining the height of the parabolas to within a chosen
range. An example random-height parabolic roughness pro-
file with wave heights in the range between 0.2 and 0.6 m is
shown in Fig. 6. The source–receiver separation distance is 8
m in this example. The discretization step in the roughness

FIG. 4. Measured ~a! and BEM-
predicted~b! excess attenuation mag-
nitude spectra above a surface contain-
ing identical wedge-shaped roughness
elements.

FIG. 5. Effective impedance from
measured~a! and BEM-predicted~b!
complex excess attenuation above
identical wedge-shaped roughness ele-
ments.
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profile is chosen to be one-third of the smallest roughness
wavelength~2 m!, i.e., 0.66 m. The length of rough ground
modeled is limited to 20 m to keep BEM run time for the
whole spectrum under 20 min on a Pentium III 800-MHz
processor. The rough surface is extended by 90 m of flat,
hard surface on each side of source and receiver to avoid
edge effects. This means that the total surface length mod-
eled is 200 m.

It is necessary to consider the meaning of the ‘‘angle of
incidence’’u on a randomly rough surface. It should be noted
that the choice of horizontal plane from which the incident
angle is evaluated is arbitrary as the surface is rough. The
local angle of incidence depends on the point of the profile
being considered. The reference plane from which the inci-
dence angle is evaluated in this work is chosen as that at the
average roughness height. For example, the incidence angle
for the source heighth50.93 m, average roughness height
^H&50.25 m, and propagation distanced58 m is obtained
using arctan~2~0.9320.25!/8!50.17 rad~the factor 2 occurs
because source and receiver have the same vertical heights
above the horizontal!. Excess attenuation spectra have been
predicted using BEM for grazing incidence angles of 0.012,
0.04, 0.065, 0.17, and 0.23 radians, corresponding respec-
tively to 0.7, 2, 4, 10, and 13 deg. Five example EA spectra
obtained for roughness cusp heights randomly generated in
the range 0.1 and 0.4 m, and their average at grazing inci-
dence angle 0.012 radian (h50.3 m) are presented in Fig.
7~a!. The effective impedance spectrum@corresponding to
the average EA in Fig. 7~a!# and the associated polynomial fit
are shown in Fig. 7~b!. Comprehensive details of EA, effec-
tive impedance spectra, and polynomial fit coefficients for all
the roughness scales and geometries studied in this work are
available elsewhere.13,20 Only a few illustrations and the
main results are presented here. The frequency range used
for the polynomial impedance fit computation is shown in
the legend of Fig. 7~b!. The angle dependence of the fit co-
efficientsa ~or a8! andd ~or d8! defined in Eqs.~12! and~13!
are represented by circles and error bars in Figs. 8 and 9,
respectively. The error bars indicate the inherent inaccuracies
of the method~see Sec. VI C!. The angle-dependent fit coef-
ficients a~u!, a8~u!, d~u!, d8~u!, and their error bars have

been fitted by eye using Gaussian curves~see Sec. VI!. Fig-
ure 8 shows the example of a Gaussian fit with infinite semi-
width, indicating that the best fit is a horizontal straight line.
The Gaussian-fitted impedance fit coefficients in cases of av-
erage roughness heights 0.25, 0.4, 0.6, 1.5, 3.5, and 7.5 m
corresponding to sea states 2–7, respectively, have been
computed and are discussed in the next section.

VI. INTERPRETATION AND DISCUSSIONS

A. Dependence of fit coefficients on incidence angle
at constant average roughness height

Five angle-dependent values have been obtained for
each of the fit coefficientsa~u!, a8~u!, d~u!, andd8~u! @see
Eqs.~12! and~13!#. To enable extrapolation of the fit coeffi-
cients to other grazing angles of incidence, in particular to
grazing angles near to zero, fits have been attempted through
the data points plus their error bars. Tolerable success is ob-
tained with Gaussian curves of the typeg1gm exp@2u2/s#,
in which the parametersg, gm , ands are varied to obtain the
best visual fit with the ‘‘data’’ points. The incidence angle
and roughness size dependence of the best fit coefficientsa,
a8, d, andd8 are summarized in the 3D Figs. 10~a!, 10~b!,
11~a! and 11~b!, respectively. These results show thata~u!,
a8~u!, d~u!, andd8~u! are either nearly constant or decrease
with increasing incidence angle. It should be noted that the
values ofd do not have as great an influence as values ofa
at low frequencies. These results are consistent with the ex-
pected decrease of the effective impedance~and hence of the
coefficients! of a rough, hard surface with increasing grazing
angle for a given average roughness height.

B. Dependence of fit coefficients on average
roughness height at constant incidence angle

Figures 10~a! and ~b! show that, for constant grazing
incidence angles in the range betweenu50.17 and 0.23 rad,
the coefficientsa anda8 generally decrease with increasing
average roughness height, while for lower grazing angles,
betweenu50.02 and 0.06 rad, the maximum values are
found for roughness heights^H&50.4 m. Asa ~or a8! gov-

FIG. 6. Example of randomly rough parabolic surface model with cusp
heights 0.2,H,0.6 m.

TABLE II. Coefficients of the polynomial fits to measured and BEM-
predicted effective impedance spectra.

Re(Zm) Im(Zm) Re(ZBE) Im(ZBE)

asmall cyl. 4620 291 9471 38276
dsmall cyl. 0 4.2 0 0
awedge 2970 360 9610 467
dwedge 0 0 0 0

TABLE I. Least-square fit parameters for Lucas and Twersky’s effective
impedance.

n (1/m) Ka (m) a (m) b* (m) hs (m)

BEM small cyl. 5 0.071 0.005 0.202 0.1
Meas. small cyl. 3 0.137 0.005 0.336 0.1
BEM wedges 1 0.104 0.024 0.208 0.1
Meas. wedges 3 0.137 0.005 0.336 0.1
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erns the effective impedance at low frequency, it is expected
that its values should be greater for small roughness heights
as the wavelength is much greater than the roughness size,
and therefore the surface is nearer a smooth, hard surface.
When the roughness size increases and becomes comparable
to the larger acoustic wavelengths~at low frequency!, it is
expected that the effect of the rough surface will be larger
and depart most from that of a smooth, hard surface. In gen-
eral, this is consistent with Figs. 10~a! and ~b!, where the
coefficientsa and a8 are found to decrease with increasing
roughness sizes except for the smallest roughness at the
smallest grazing angles. The surface with mean roughness
height 0.4 m appears harder at low frequency and at a graz-
ing angle of 0.02 rad than that with mean roughness height
of 0.25 m~a@0.4 m#.a@0.25 m#!. There is no obvious expla-
nation for this result.

The coefficientsd andd8, summarized in Figs. 11~a! and
~b!, respectively, show a tendency to decrease with increas-
ing average roughness height at constant incidence angle. As
d and d8 dominate Eqs.~12! and ~13!, respectively, at high
frequency, it can be concluded that the effectie impedance at
high frequency decreases with increasing roughness heights.
Note that the coefficientsd andd8 do not vary as monotoni-
cally as a and a8 at constant incidence angle due to the
increased uncertainty in the effective impedance fits~see
Sec. VI C! created by the high-frequency resonance peaks in
the deduced impedance spectra. Since the impedance is
dominated by thea ~or a8!, small departures from monotonic
trend ind ~or d8! are not particularly important except at very
high frequencies.

Overall, the effective impedance fit coefficients vary
monotonically with incidence angle and average roughness

heights. The local nonmonotonic variations result from un-
certainties in the fit coefficient values due to the method
followed to estimate the effective impedance~see Sec. VI C!.
The local nonmonotonic coefficient variations with angle de-
pendence at constant average roughness height have been
removed by the use of the Gaussian best fits. However, local
nonmonotonic variations with average roughness heights at
constant incidence angle remain. Inaccuracies in the effective
impedance coefficient values result from~a! the frequency
range used for the fits and~b! the dependence on the five
specific rough-surface realizations used for the BEM calcu-
lations. A brief analysis of these two factors is given in the
next section.

C. Inaccuracies in estimating effective impedance fit
coefficients

In principle, there would not need to be any freedom in
the choice of frequency range if the effective impedance
roots varied monotonically with frequency and displayed the
expected decrease with increasing frequency. Unfortunately,
the apparent high-frequency resonance-like peaks and the
unphysical low-frequency behavior of the effective imped-
ance spectra mean that this is not always the case. Therefore,
the frequency range where the effective impedance roots are
physically meaningful has to be selected. This choice intro-
duces some uncertainty in the values of the coefficients, as it
is difficult to estimate the point at which the effective imped-
ance departs from the expected increase with decreasing fre-
quency due to numerical artifacts. From the examples stud-
ied, the net effect is an uncertainty of the order of 25% in the
value ofa ~or a8! and 17% in the value ofd ~or d8!.

FIG. 7. ~a! BEM-predicted excess at-
tenuation spectra for a point source 0.3
m above the lowest points in five real-
izations of a 2D surface formed by in-
tersecting parabolas with mean height
0.25 m and cusp heights between 0.1
and 0.4 m. This corresponds to a graz-
ing angle of 0.012 rad with respect to
the horizontal mean height plane.~b!
Real and imaginary parts of the effec-
tive impedance spectrum deduced
from the mean excess attenuation
spectrum and corresponding polyno-
mial fits.

FIG. 8. Dependence of the coefficients
a ~a! anda8 ~b! on incidence angle for
roughness mean height 0.25 m and
cusp heights between 0.1 and 0.4 m.
Continuous lines represent Gaussian
curve fits to the respective angle de-
pendence.
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The effective impedance results depend on the specific
roughness profiles used, even though the impedance roots are
determined from the complex pressure ratio averages over
five profiles. Consequently, some inaccuracy in the best-fit
coefficients is introduced by the choice of the five roughness
profiles involved in the average. Based on the few examples
studied, the net effect is an inaccuracy of the order of 25% in
the value ofa ~or a8! and 50% in the value ofd ~or d8!. The
combination of both sources of inaccuracies is estimated to
give total inaccuracies on the order of 50% and 70% ina ~or
a8! and d ~or d8!, respectively. These worst-case estimates
are used to give the error bars shown in Figs. 8 and 9. De-
spite the errors, the polynomials offer a shortcut compared
with making several BEM predictions for random or deter-
ministic profiles and averaging them.

VII. THEORY FOR SURFACE WAVE AMPLITUDE AND
COMPARISON WITH BEM RESULTS

In this section an approximate analytical prediction of
surface wave magnitudes is compared with BEM predic-
tions. Medwin and D’Spain21 have argued that the otherwise
unlimited increase in the boundary wave amplitude predicted
by Tolstoy should be modified by attenuation. They have
introduced the attenuation factorL, which is dominant at
low frequency and short propagation ranger, and the attenu-

ation factorm, which is dominant at high frequency and long
range. By extending Tolstoy’s results, they have suggested
that the relative boundary wave amplitude above a rough
surface is given by

PB /PD~r ,k,H !5e~H !~2pr !1/2k3/2

3exp$2L~k,H !r 2m~k,H !r 2%, ~14!

where PB is the amplitude of the cylindrically diverging
boundary wave,PD is the amplitude of the spherically di-
verging wave,e is the scattering parameter, andr is the
propagation range. The terme(H)(2pr )1/2k3/2 requires small
spacing compared with wavelength,kb,1, and small rough-
ness height compared with wavelength,kH,1. The scatter-
ing parameter can be expressed ase5t(@(11D)/y#21),
whereD is the virtual mass coefficient of the scatterer,v is
the dipole interaction factor,22 and t520̂ H&2N/3 andN is
the number of roughness elements per unit length. A 2D
version of the attenuation factorL can be deduced from the
expression given as Eq.~45! in Tolstoy22

L2D5
^t&3

2N H 11D

y
21J F11

~11D!2

2 Gk5, ~15!

where^t& is the average area of random roughness elements
per unit length. The value of the dipole interaction factorn is
close to 1 for the parabolic roughness. Using Tolstoy’s22 Eqs.
~A4! and carrying out a numerical evaluation of his integral
~A6!, a value for the virtual mass coefficientD50.116 is
obtained for the parabolic roughness of interest here. The
BEM-predicted EA magnitudes at frequency 70 Hz for the
lowest grazing angle are compared to the low-frequency ap-
proximate theory@Eq. ~14! with m50# for varying roughness
height and for a given range. UsingPR to represent the am-
plitude of the reflected wave, this frequency is sufficiently
low to insure the validity of the approximation (PR

1PD)/PD52 such that EA magnitude520 log@21PB /PD#.
The large spacing between parabolically shaped roughness
elements (b;20̂ H&), means that 70 Hz is significantly
above the upper frequencies~11, 7, and 5 Hz! that satisfy
kb,1 for average roughness heights^H&50.25, 0.4, and 0.6
m, respectively. However, it is below the upper frequencies
~220, 140, and 90 Hz! for the validity of the approximation
on roughness height (kH,1) for average roughness heights
^H&50.25, 0.4, and 0.6 m, respectively. The BEM-predicted
EA magnitudes, shown as circles, squares, and diamonds in
Fig. 12 at 8-m range for average roughness heights^H&

FIG. 10. Dependence of the coeffi-
cient a for Re(Zeff) ~a! and a8 for
Im(Zeff) ~b! on incidence angle and
mean roughness height.

FIG. 9. Dependence of the coefficientsd ~squares! andd8 ~circles! on inci-
dence angle for roughness mean height 0.25 m. Continuous lines represent
Gaussian curve fits to the respective angle dependence.
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50.25, 0.4, 0.6 m, respectively, compare favorably with the
analytical theory~red line!. The enhancement predicted by
the analytical theory is at most 0.4 dB above the 6 dB that is
expected when no surface wave is present, although the
BEM predicts larger enhancements up to 2 dB. Therefore,
the results obtained from analytical theory fit the BEM pre-
dictions no better than the 6-dB horizontal line. The approxi-
mate theory at 40 Hz for an 18-m range and 1.5-m average
roughness height~dotted-dashed line! does not predict en-
hancement above 6 dB; this in agreement with the BEM
predictions. Including the term exp$2m(k,H)r2% in Eq. ~14!
would not modify the results since, at the low frequency and
propagation range studied, exp$2m(k,H)r2%;1. However, it
should be noted that the approximate theory Eq.~14! consid-
ers source and receiver to be embedded in the rough surface.
Despite the small grazing incidence angles~0.7 deg! studied
with the parabolic roughness, this is not the case with the
geometry assumed for the BEM predictions and may be a
cause of the discrepancy in Fig. 12. Although small surface
wave enhancements are predicted by the Tolstoy/Medwin ap-
proximate theory at the frequency and for the roughness
heights studied, the results of the BEM-predicted EA magni-
tudes neither support nor contradict the hypothesis that the
BEM-predicted enhancements over parabolically shaped
roughness are due to surface waves.

Nevertheless, there have been many laboratory measure-
ments of surface waves over rough surfaces19,23,24and recent
measurements of outdoor blast noise25 propagation over a
rough-sea surface show enhanced sound-pressure levels con-
sistent with surface wave propagation at long range. These
results, together with some of the numerical results in this
paper, suggest that it might be necessary to consider the
propagation of surface waves when studying grazing sound
propagation over a sea surface.

VIII. PREDICTED ROUGH-SEA SURFACE EFFECT
ON SONIC BOOMS

The effective impedance model for rough-sea surfaces
has been used to estimate the effect of such surfaces on sonic
boom propagation. Previous work4 has shown that ground
impedance has a strong effect on boom propagation at the
so-called carpet cutoff where creeping sound waves are
launched along the earth surface. Consequently, the effective
impedance fit coefficients~a,d,a8,d8! deduced from the
Gaussian fit at zero incidence angle are used for a fixed sea-
wave height. Sonic boom profiles have been predicted at the
sea surface for a standard atmosphere~no wind, 15 °C at sea
level, and a constant temperature gradient of26.5 K/km up
to 11 km!.26 The incident signal on the rough-sea surface has
been assumed to be an idealN wave with a total duration
0.27 s~typical for Concorde cruising at Mach 2! and a peak
overpressure normalized to 1. The rise time is defined as the
time interval required by the overpressure to increase from
10% to 90% of the peak overpressure. Figure 13 displays the
computed pressure waveforms at the carpet cutoff for seven
mean sea-wave heights (^H&) in the range 0 to 7.5 m. For
^H&50 m, corresponding to a smooth rigid surface, the
model predicts anN-wave normalized peak overpressure of
1.4 as expected from diffraction theory. With the exception
of the smallest height~0.25 m!, Fig. 13 shows that increasing
the mean sea-wave height decreases the peak overpressure
and increases the rounding of the sonic boom wave profile,
indicating increased wave absorption. The most significant
effect is obtained for the rise time. The predicted values of
4–16 ms can be larger than those induced by molecular
relaxation27 or atmospheric turbulence.28 This suggests that
sonic boom predictions in coastal areas should take sea-
roughness effects into account.

FIG. 11. Dependence of the coeffi-
cient d for Re(Zeff) ~a! and d8 for
Im(Zeff) ~b! on incidence angle and
mean roughness height.

FIG. 12. EA predicted at 70 Hz by the BEM and the Medwin/Tolstoy theory
at grazing angle and 8-m range for varying parabolically shaped roughness
heights.
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IX. CONCLUSIONS

Tolerable agreement has been found between measured
data and BEM predictions of excess attenuation using aver-
aged data sets, particularly in the case of wedge-shaped
roughness. The effective impedance spectra of randomly
rough surfaces have been deduced from complex excess at-
tenuation obtained from either BEM predictions or measure-
ments by finding the impedance roots of the classical expres-
sion for the total sound pressure due to a point source above
an impedance plane. These effective impedance spectra can
be used in the classical expression to reproduce the measured
or BEM-predicted excess attenuation. The deduced imped-
ance spectra are found to be very sensitive to the roughness
profiles in the specular reflection area corresponding to the
geometries used for the BEM calculations. Also, they show
large fluctuations for relatively small~,1 dB! fluctuations in
the excess attenuation magnitudes. The winding number in-
tegral method has been used to conclude that for some
roughness profiles there are frequency ranges with only
negative real effective impedance roots. As a consequence
the complex excess attenuation has been calculated for sev-
eral random distributions and averaged. Moreover, it is found
for BEM simulations with semicylindrical and parabolically
shaped roughness that the effective impedance plane has to
be raised by between a fifth and the whole of the average
roughness height depending on the average roughness height
and the incident angle.

An analytical technique based on Lucas and Twersky
boss theory has been used also to fit the effective impedance
deduced from measurements and BEM predictions above
small semicylindrical roughness. However, the asymptotic
low-frequency dependence of Twersky’s theory impedance
for hard surfaces does not predict the large real values ex-
pected from physical considerations. An alternative boss
theory models the effective admittance of a hard surface con-
taining porous roughness and introduces an additional at-
tenuation leading to the correct low-frequency dependence.
This model will be investigated in further work.

Empirical polynomial fits of BEM-deduced impedance

spectra have been derived for the effective impedance evalu-
ations corresponding to roughness profiles formed by inter-
secting parabolas and intended to model sea waves. Values of
the coefficients have been computed for six average rough-
ness heights~sea states! and five angles of incidence. There
are inaccuracies in the estimates of the effective impedance
fit coefficients due to the particular choices of roughness pro-
files used for the BEM EA simulations and the particular
choice of frequency ranges for the polynomial fits. The
angle-dependent coefficients at constant roughness height
and their error bars are fitted successfully with Gaussian
curves and these allow extrapolation to lower angles of inci-
dence. It may be concluded that the general trends for the
effective impedance fit coefficients of hard, rough surfaces
are consistent with the expected decrease in effective imped-
ance with increasing grazing incidence angles~at constant
roughness scale! and with increasing roughness scale~at con-
stant incidence angle!. The resulting effective impedance
polynomials are convenient for implementation in sonic
boom propagation codes. Preliminary predictions indicate
that the effect of the sea-surface roughness on sonic boom
profiles and rise time is comparable to that due to turbulence
and molecular relaxation effects.
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In this paper we study the effect of periodically arranged sound absorptive strips on the mean
acoustic potential energy density distribution of a room. The strips are assumed to be attached on the
room’s surface of interest. In order to determine their effect, the mean acoustic potential energy
density variation is evaluated as the function of a ratio of the strip’s arrangement period to
wavelength. The evaluation demonstrates that the mean acoustic potential energy density tends to
converge. In addition, a comparison with a case in which absorptive materials completely cover the
selected absorptive plane shows that a periodic arrangement that uses only half of the absorptive
material can be more efficient than a total covering, unless the frequency of interest does not
coincide with the room’s resonant frequencies. Consequently, the results prove that the ratio of the
arrangement period to the wavelength plays an important role in the effectiveness of a periodic
absorptive strip arrangement to minimize a room’s mean acoustic potential energy density. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1852547#

PACS numbers: 43.55.Dt, 43.55.Ka@MK # Pages: 763–770

I. INTRODUCTION

Much research has been performed regarding how the
size and arrangement of absorptive materials affect sound
absorption. Parkinson1 measured the absorption coefficients
of absorptive materials in different patterns and different ar-
rangements. His experiments showed that there is a maxi-
mum effective spacing that depends on a wavelength; longer
waves appear to have a wider spatial influence. He explained
that this is mainly because of diffraction. Sabine2 also no-
ticed this diffraction effect. He noted that there is some dis-
crepancy between what is predicted based on reverberation
assumptions and what is actually measured, and showed that
a localized absorption often produces this discrepancy due to
diffraction. Chrisler3 experimentally studied the effect of the
size of the sample on the absorption coefficient measure-
ment. His experiments show that the measured absorption
coefficient of a small sample is greater than the coefficient of
a large sample, and the measured absorption coefficient con-
verges as the sample size increases. Ramer4 experimentally
studied the effect of varying the width of an absorbing strip
and the effect of its location in a reverberation chamber. He
concluded that the narrower the strip, the greater the absorp-
tion coefficient. Harris5 reported that absorption characteris-
tics vary, depending on where absorptive patches are placed.
He experimentally showed that absorption is greatest if the

patches are placed where the pressure is greatest. Investiga-
tions on sound absorption by patches~or strips! conducted by
Pellam,6 Levitas and Lax,7 Cook,8 and Northwood, Geisaru,
and Medcof9 had similar conclusions. These studies showed
analytically that as the absorption coefficient increases, the
absorptive patch~or strip! is made smaller. Daniel10 experi-
mentally showed that not only does absorption increase pro-
portional to the size of the absorptive material, but also that
its edges tend to be longer. Mechel11,12 used an iterative
method and variational formulation7,13 to construct two ap-
proximate solutions to evaluate absorption for finite-sized
absorbers. With the approximate solutions, he built expres-
sions for the radiation impedance of the absorbing strip and
rectangles. Thomasson14 derived a general statement about
the absorption of a locally reacting patch with an arbitrary
shape. He evaluated the pressure on the absorber by using
the variational principle, and then constructed a new statisti-
cal absorption coefficient of which the magnitude is always
less than 1. The absorption coefficient, instead of using inci-
dent power related to the infinite absorber, is defined as the
ratio between absorbed and available power.

Especially important to this research are the studies by
Bruijn,15,16 Takahashi,17 and Mechel18 that investigated the
effect of periodically arranged absorptive materials on sound
reduction and analytically evaluated excess absorption prop-
erties by considering both a periodically absorbing uneven
surface and a flat surface. Takahashi’s experimental result

a!All correspondences must be sent to Yang-Hann Kim
~yanghannkim@kaist.ac.kr!
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complemented analytical evaluations for the periodic ab-
sorber on the flat surface. Mechel,18 by introducing Hartree
harmonics to distinguish the scattered field from the periodic
absorbers, evaluated the absorption, the reflection coefficient,
the directivity and field pressure patterns of various surfaces,
such as plates with periodic grooves filled with absorber ma-
terial, empty grooves with an absorbing ground, and perfo-
rated covers on porous absorbers. In these studies, Bruijn,
Takahashi, and Mechel18 assume that the extensions of the
absorbers are infinite. Holmberg, Hammer, and Nilsson19

used a variational formulation to evaluate the combined ab-
sorption characteristics of a finite-size absorber of arbitrary
shape with subareas that are arranged in a specific pattern. As
a result, in their study, separating the subareas increases the
statistical absorption coefficient, which is a function of both
the surface impedance of the absorbers and the radiation im-
pedance. They verified their evaluation by a comparison with
the measurement result.

These previous researches mainly studied how the ab-
sorption of a surface varies due to the shape and arrangement
of the absorptive material. However, they did yet explore to
understand how the arrangement affects the acoustic poten-
tial energy density of an enclosure. In this paper we seek to
address this important practical consideration. This study’s
theoretical result indicates how the sound absorptive material
can best be arranged to obtain the desired acoustic potential
energy reduction.

II. PROBLEM STATEMENT

The objective of this study is to investigate the effect of
periodic absorptive strip arrangement on an interior sound
field. Periodic absorptive strip arrangement on a wall is de-
picted in Fig. 1. Mathematically, this means that we have to
solve a mixed boundary value problem.20 The analytic solu-
tion for a general sound field, which has a mixed boundary
condition, cannot be obtained easily. It is significant that our
aim is to see the effect of the absorptive strip arrangement on
an acoustic potential energy density, not to find a general
three-dimensional solution that describes details of the inte-

rior sound field. So, we attempt to use a two-dimensional
analytic solution for studying the relation. Figure 1 shows a
parallelepiped enclosure where absorptive strips, with a spe-
cific acoustic admittanceb of 1, are arranged periodically on
the rigid plane aty50. This specific acoustic admittanceb is
defined as the ratio of the normal particle velocity to the
sound pressure on the absorptive material, timesrc, wherer
is the density andc is the speed of sound. The plane aty
5By vibrates harmonically in a prescribed manner. The
other two vertical planes atx50, Bx are assumed to be rigid.
The parallelepiped enclosure’sz-directional length is as-
sumed to be infinite so that the interior sound field does not
vary in thez direction. Accordingly, the interior sound field
can be considered to be two-dimensional, as depicted in Fig.
2.

Figure 2 shows a two-dimensional rectangular enclo-
sure; there are two rigid sides atx50, Bx : a source side at
y5By , and an absorptive side aty50. The arrangement
periodD can be written as

D5
Bx

L
, ~1!

where L is the total number of absorptive material strips.
Consequently,L is always an integer variable. The width of
the absorptive strip is assumed to beD/2. Therefore, regard-
less ofL, the following relation always holds:

total width o f absorptive strip

Bx
5

1

2
. ~2!

It is noteworthy that the constraint of Eq.~2! essentially pre-
serves the total absorptive material usage, regardless of pe-
riod changes in the absorptive strip’s arrangement. This en-
ables us to observe the acoustic potential energy density
variation due to theD change.

FIG. 1. A parallelepiped enclosure of an infinite length in thez direction. On
the plane aty50, absorptive strips of infinite length and widthD/2 are
arranged periodically. The arrangement period is defined asD.

FIG. 2. Cross sectional view of Fig. 1. The source side aty5By vibrates in
the velocity ofuy5 f (x)ej vt. In this case, there are three absorptive strips on
the absorptive plane aty50.
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Then let us define dimensionless variables asr̃5r/r0 ,
c̃5c/c0 , p̃5p/r0c0

2, x̃5x/l, ỹ5y/l, B̃x5Bx /l, B̃y

5By /l, k̃5k•l ~i.e., k̃52p), and D̃5D/l, wherec0 and
r0 are phase speed and density of air, respectively. Here,c
and r are phase speed and density of air so thatr̃51 and
c̃51. In order to verify the effect of the wavelength on a
sound field with a periodic absorptive strip arrangement, the
wavelengthl scales every length variable, such as coordi-
nates and wave number.

Substituting these dimensionless variables into the
Helmholtz equation and boundary conditions yield

S ]2

] x̃2
1

]2

] ỹ2
1 k̃2D p̃~ x̃,ỹ!50, ~3!

] p̃

] x̃
50, at x̃50, ~4!

] p̃

] x̃
50, at x̃5B̃x , ~5!

] p̃

] ỹ
5g̃~ x̃!, at ỹ50, ~6a!

where

g̃~ x̃!5H j 2pb p̃, l D̃, x̃<~ l 10.5!D̃, l 50,1,2,...,L,

0, ~ l 10.5!D̃, x̃<~ l 11!D̃, l 50,1,2,...,L,

~6b!

] p̃

] ỹ
52 j 2pr̃ c̃• f̃ ~ x̃!, at ỹ5B̃y , ~7!

where the functionf̃ ( x̃) expresses the dimensionless velocity
that is defined asf̃ ( x̃)5 f ( x̃)/c0 . The function g̃( x̃) de-
scribes the periodic absorptive strip arrangement on the rigid
side aty50. These dimensionless forms of the governing
equation and boundary conditions completely describe the
problem we want to study. The next step is to solve this
mathematical problem and obtain useful information that can
provide us with guidelines for obtaining the desired acoustic
energy reduction by using a periodic sound absorptive strip
arrangement.

III. SOLUTION METHOD

A solution that completely describes the enclosure’s in-
terior sound field can be obtained by summing the modal
functions that satisfy the prescribed boundary conditions. It
is, however, essential to first get the modal functions. For
example, a mixed boundary condition, which is illustrated in
Fig. 1, makes it difficult to find normal modes in they direc-
tion. In the following section we explain how to get an ap-
proximate solution that meets our objectives.

A. Truncated approximate solution

First, we apply the method of separation of variable to
Eq. ~3!. This gives the following general solution:

p̃~ x̃,ỹ!5~Ce2 j k̃xx̃1Dejk̃xx̃!~Ee2 j k̃yỹ1Fejk̃yỹ!, ~8!

where C, D, E, F are arbitrary constants. The propagation
constantsk̃x and k̃y satisfy the following relation:

k̃x
21 k̃y

25 k̃2, ~9!

where the dimensionless wave number isk̃52p.
The homogeneous Neumann boundary condition, on the

sides of x50 and x5Bx , determines the eigenvalue and
eigenfunctions in thex direction; substituting Eq.~8! for p̃ in
Eqs.~4! and ~5! gives the following eigenvalues:

k̃xn5
np

B̃x

, n50,1,2,... . ~10!

The corresponding eigenfunctions are

fn~ x̃!5en cos~ k̃xnx̃!, n50,1,2,..., ~11a!

where

en5H 1, n50,

A2, n51,2,3,... .
~11b!

Therefore, the general solution~8! can be rewritten as

p̃~ x̃,ỹ!5 (
n50

`

fn~x!~Ene2 j k̃ynỹ1Fnejk̃ynỹ!, ~12a!

where

k̃xn
2 1 k̃yn

2 5~2p!2. ~12b!

Becausep̃( x̃,ỹ), given by Eq.~12!, always satisfies the
governing equation~3! and the rigid boundary conditions at
x̃50 and x̃5B̃x , all that remains is to find the unknown
coefficientsEn and Fn that satisfy the boundary conditions
ỹ50 andỹ5B̃y , respectively. It is noteworthy that we have
to somehow limit our summation of Eq.~12! to a finite num-
ber N. This can be simply done by limiting the sum until it
converges; in other words, whenEn andFn tend to zero asn
goes toN21. Therefore, Eq.~6! can be rewritten as

(
n50

N21

fn~ x̃!@ j k̃yn~2En1Fn!#5g̃~ x̃!. ~13!

Here g̃(x) @Eq. ~6b!# has to be rewritten as
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g̃~ x̃!5H j 2pb (
n50

N21

fn~ x̃!~En1Fn!, l D̃, x̃<~ l 10.5!D̃, l 50,1,2,...,L,

0, ~ l 10.5!D̃, x̃<~ l 11!D̃, l 50,1,2,...,L.

~14!

Also, substituting the finite form of Eq.~12! to another
boundary condition, Eq.~7!, yields

(
n50

N21

fn~ x̃!@ j k̃yn~2Ene2 j k̃ynB̃y1Fnejk̃ynB̃y!#

52 j 2pr̃ c̃• f̃ ~ x̃!. ~15!

It is also noteworthy that thefn( x̃) and f̃ ( x̃) in Eqs.
~13! and~15! are prescribed; therefore, we have 2N number
of unknownsEn and Fn . Henceforth, 2N number of linear
algebraic equations are required to determine unknown coef-
ficients En and Fn . Applying the method of weighted
residual21 to Eqs.~13! and~15! provides the set of 2N linear
algebraic equations. If the approximate solution~a finite sum
instead of an infinite sum! exactly satisfies the boundary con-
dition at ỹ50 and ỹ5B̃y , then Eqs.~13! and ~15! can be
rewritten as

E
0

B̃xS (
n50

N21

fn~ x̃!@ j k̃yn~2En1Fn!#2g̃~ x̃!Dwi~ x̃!dx̃50,

~16!

E
0

B̃xS (
n50

N21

fn~ x̃!@ j k̃yn~2Ene2 j k̃ynB̃y1Fnejk̃ynB̃y!#

1 j 2pr̃ c̃• f̃ ~ x̃!D hi~ x̃!dx̃50, ~17!

wherewi( x̃) andhi( x̃) are the weight functions that are de-
fined in the range of 0< x̃<B̃x . It is noteworthy that Eq.
~16! essentially has 2L different integral intervals due to the
periodic absorptive strip arrangement. Therefore, if we apply
the weighting functionwi( x̃) into Eq.~16!, then we have 2L
linear algebraic equations. Those weighting functions, which
are linearly independent, can be defined as

wi~ x̃!5sinS 2~ i 11!p

D
x̃D , i 50,1,2,̄ S N

2L
21D , ~18!

hi~ x̃!5e i cos~ k̃xix̃!, i 50,1,2,...~N21!, ~19!

wheree i is the same as that used in Eq.~11b!. In order to use
the orthogonal property of the eigenfunction when we calcu-
late Eq.~17!, hi( x̃) is written in the same form of eigenfunc-
tion fn( x̃). Finally, solving the set of 2N linear algebraic
equations givesEn and Fn , which make the approximate
solution satisfy the boundary conditions atỹ50 and ỹ
5B̃y .

B. Accuracy of the approximate solution

The approximate solution, which is a truncated form of
Eq. ~12!, has an error because it does not exactly satisfy the
boundary conditions@Eqs. ~13! and ~15!#. Equation ~15!,

which expresses the boundary condition atỹ5B̃y , essen-
tially decomposes f̃ ( x̃) in terms of eigenfunctions
$fn( x̃)%n50

N21. Therefore, if we select the functionf̃ ( x̃) as a
combination of eigenfunctions$fn( x̃)%n50

N21, then it satisfies
the boundary condition atỹ5B̃y and we have an error only
on the absorptive side atỹ50. This error determines the
solution’s accuracy.

The error is defined in two different ways. One defini-
tion evaluates the relative error due to the admittance dis-
crepancy. That is,

b̄error5
1

0.5B̃xub inu
(
l 50

L21

E
l D̃

~ l 10.5!D̃
ub~ x̃!2b inudx̃, ~20!

whereb in is the given constant admittance andb( x̃) is the
admittance reconstructed based on the approximate solution.
Therefore,b̄error refers to how well the approximate solution,
compared tob in , satisfies the boundary condition on the
absorptive strip. It is important that Eq.~20! is applied only
to surfaces where absorptive strips are attached.

The other definition is for the error where no absorptive
strips are arranged. That is,

R̄error5
1

0.5B̃xuŨ0u
(
l 50

L21

E
~ l 10.5!D̃

~ l 11!D̃
uũy~ x̃!udx̃, ~21!

whereŨ0 is the given dimensionless source velocity magni-
tude @i.e. u f̃ ( x̃)u] and ũy( x̃) is the reconstructed dimension-
lessy-direction velocity on the rigid wall. Therefore,R̄error

refers to how well the approximate solution, compared to the
source velocity magnitudeuŨ0u, satisfies the rigid wall con-
dition between absorptive strips. These two measures of er-
ror essentially evaluate the performances of the truncated
approximate solutions in two ways: one has to do with ad-
mittance and the other is related to the rigid boundary con-
dition.

We now have a solution method and measures that
evaluate how well the solution method works for the nondi-
mensional mixed boundary value problem. Therefore, the
next step is to find practical guidelines for quieting an enclo-
sure using the periodic absorptive strip arrangement.

IV. DIMENSIONLESS PARAMETER STUDY

In order to determine the effect of a periodic absorptive
strip arrangement, the dimensionless mean acoustic potential
energy density of the entire cross section, which is illustrated
in Fig. 2, is evaluated while changing the absorptive strip’s
arrangement period but while preserving the constraint of
Eq. ~2!. As explained, the constraint of Eq.~2! means that the
total area of the absorptive material is fixed as a constant.

In order to investigate the effect of the cross sectional
shape, the side length ratiod(5By /Bx) is introduced. Then,
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for d50.01, 0.1, 1, 10, and 100 the effect of the arrangement
period change is investigated for each. The area of the cross
section, for eachd, is considered to be 1<Ã<100, where
Ã5B̃xB̃y . Consequently,Ã means the dimensionless area
that is normalized byl2. It is also noteworthy that the length
ratio d can be any positive value for the same areaÃ. The
total number of the basis functions of Eq.~12! is selected in
such a way as to make the solution sufficiently accurate and
considers computational capability, namely,N5800. The
source side velocityf̃ ( x̃), to make a numerical evaluation
simple, is defined as a constant~i.e, f̃ ( x̃)50.001). There
can be many possible choices for selecting the admittance of
the absorptive material. However, the specific acoustic ad-
mittance of the absorptive strip is defined asb51 ~i.e., as an
impedance matching boundary condition!. This choice maxi-
mizes the absorption difference between the absorptive strip
and the rigid wall so that we can clearly observe the effect of
the periodic arrangement.

A. Cost function and parameters

The cost function, which depends on the absorptive ma-
terial arrangement change, is defined as the dimensionless
mean acoustic potential energy densityẽp . Specifically, the
cost functionẽp of an entire rectangular cross section with a
normalized area ofÃ, using the truncated approximate solu-
tion of Eq. ~12!, can be defined as

ẽp5
1

4Ãr̃ c̃2 E0

B̃yE
0

B̃xu p̃~ x̃,ỹ!u2dx̃ dỹ

5
1

4Ãr̃ c̃2 (
n50

N21 F B̃y~ uEnu21uFnu2!

12E
0

B̃y
Re~En* Fnej 2k̃ynỹ!dỹG , ~22!

where* is the complex conjugate. This means that the total
dimensionless acoustic potential energy is divided by the di-
mensionless area: an average acoustic potential density in the
rectangular cross section.

The parameters are a dimensionless variableÃ that re-
fers to a normalized room volume of a unit length in thez
direction, and a dimensionless integer variableL(5Bx /D)
that refers to the number of absorptive strips on the absorp-
tive side at ỹ50. The largerL is, for a constantBx , the
smaller is the absorptive strip’s arrangement periodD. It is
significant that a nonintegerL violates the constraint of Eq.
~2!. On the contrary, integer values ofL mean that the total
usage of absorptive materials is always half of an absorptive
area defined aty50, independent of the arrangement period
D change.

B. Results and discussion

Figures 3, 4, 5, 6, and 7 show the cost functionẽp varia-
tion for d50.01, 0.1, 1, 10, and 100, respectively. Here, the
periodic arrangement change is represented byL, i.e., by the

number of absorptive strips ony50. In Figs. 3–7, the nor-
malized acoustic potential energy density levelEL is defined
as

EL510 log10S ẽp

ẽpo
D , ~23!

where ẽpo meansẽp when the absorptive material totally
covers the plane aty50. Therefore, in the case ofẽpo , the
total absorptive material usage is double that of the periodic
arrangement. Due to the constraint of Eq.~2!, regardless of
the period change, the periodic arrangement covers only half
of the plane aty50. In order to determine the efficiency of
the periodic arrangement with respect to an extreme case, the
acoustic potential energy density is normalized byẽpo . Also,
there are additional contour lines ofEL50 in Figs. 3–7,
which make it easy to find where the region hasẽp that is
smaller thanẽpo .

Figure 3 shows the case ofd50.01, in whichEL varia-
tion is a function ofÃ andL (1<Ã<100 and 1<L<20). In
Fig. 3~b!, zero level contour lines divide the result into two
regions: the darker region ofEL.0 and the brighter region

FIG. 3. Normalized acoustic potential energy density levelEL variation as
the function of bothÃ andL whend50.01.
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of EL,0. The region ofEL,0 proves that as long as the
sound field is not a case of resonance, a periodic arrangement
can be more efficient than a fully covered case. Even though
the difference fromẽpo is not large, the regions ofEL,0 are
distinctly observed. Dark bands in Fig. 3, which mean higher
EL , are shown near the case ofBy /l5n/2, wheren is a
nonzero integer. This corresponds to the case in which the
side lengthBy of the enclosure is in integer multiples of half
wavelengths, i.e., resonances. In order to observe the effect
of a D/l change in the periodic absorptive material arrange-
ment, three dash–dotted lines of constantD/l are added to
Fig. 3. Here,D/l means the ratio between the absorptive
strip arrangement period and the wavelength. It is also
noteworthy thatL and Ã have a quadratic relation ofÃ
5d•(D/l)2

•L2. Therefore, the relations of constantD/l
516, 8, 4, and 2 are expressed as individual quadratic curves
in Fig. 3. Here, Fig. 3 does not show explicitly any depen-
dency ofEL on theD/l change. However, in the consecutive
evaluations ofd50.1, 1, 10, and 100, we can observe that
D/l is a major parameter on theEL variation.

Figure 4 depicts the case ofd50.1. This case is similar

to that in Fig. 3 as the region ofEL,0 and the darker bands
of the resonance region are again observed. Unlike Fig. 3,
however, due to the change ofd, there are a greater number
darker bands and a region ofEL,0 appears between them.
Specifically, due to the enlargedd, for the same range ofÃ,
the domain ofBy is increased but the domain ofBx is de-
creased. In addition, Fig. 4 clearly shows the dependency on
theD/l change. The dash-dotted lines ofD/l52 andD/l51,
which are different from Fig. 3, break the regions ofEL

,0. This result assures that the ratio of the arrangement
period to the wavelength, i.e.D/l, affects the variation of the
acoustical potential energy density.

Next, in Fig. 5, which showsd51 ~i.e, a square cross
section!, the number of darker bands is greater and the region
of EL,0 is denser than in Figs. 3 and 4, but the overall trend
is similar to that in Fig. 4. The lines ofD/l52 andD/l51
break the region ofEL,0, and the region betweenD/l52
andD/l51 seems to be a transition region. In addition, com-
pared to Figs. 3 and 4, Fig. 5 shows more distinctly theEL

dependency onD/l. The line ofD/l51 acts as a borderline
that divides the variation trend ofEL . The region where
D/l,1, the overallEL variation due toL change regardless

FIG. 4. Normalized acoustic potential energy density levelEL variation as
the function of bothÃ andL whend50.1.

FIG. 5. Normalized acoustic potential energy density levelEL variation as
the function of bothÃ andL whend51.
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of Ã converges to some constant value. WhetherÃ is reso-
nance or not, this stable condition is applied in the same way.

Figure 6 shows the case ofd510 and has a similar re-
sult. Even though the region ofEL,0 is denser than the case
of d51, the line ofD/l51 divides theEL variation as in Fig.
5. As explained in Fig. 4, the larger isd, the longer isBy .
Therefore, compared to the case of the smallerd, more reso-
nance lines are observed in the same range of 1<Ã<100.

Finally, Fig. 7 shows the case whered5100. In this
case, as depicted in Fig. 7~b!, all the evaluation cases corre-
spond whereD/l,1. As a result, except for the region near
L51, the variation ofEL converges rapidly. The consecutive
results of Figs. 5–7 stress that two conditions should be sat-
isfied to makeẽp less thanẽpo through the periodic absorp-
tive material arrangement: the sound field should not be reso-
nance, and the ratio should beD/l,1/2.

The accuracy of Figs. 3–7 is evaluated by Eqs.~20! and
~21!. Table I shows mean errors for the five different cases of
d50.01, 0.1, 1, 10, and 100. The range of the admittance
boundary condition reconstruction error is 1.4310202

<b̄errorImean<2.3310202, and the range of the rigid wall

boundary condition reconstruction error is 2.1310202

<R̄errorImean<2.9310202. Therefore, max(b̄errorImean) is 2.3%
and max(R̄errorImean) is 2.9%. These errors are assumed to be
acceptable.

V. CONCLUSION

In this study we focus on how the periodic absorptive
strip arrangement affects an interior sound field’s mean
acoustic potential energy density. Specifically, throughout a

FIG. 6. Normalized acoustic potential energy density levelEL variation as
the function of bothÃ andL whend510. FIG. 7. Normalized acoustic potential energy density levelEL variation as

the function of bothÃ andL whend5100.

TABLE I. Mean admittance and rigid wall bondary condition reconstruction
error for five different cross sectional shapes with side ratiod50.01, 0.1, 1,
10, and 100, respectively.

d b̄errorImean R̄errorImean

0.01 2.33 10202 2.93 10202

0.1 2.23 10202 2.93 10202

1 1.53 10202 2.03 10202

10 1.53 10202 2.13 10202

100 1.43 10202 2.13 10202
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parameter study for five different cross sectional shapes with
side ratios ofd50.01, 0.1, 1, 10, and 100, the relation be-
tween the ratioD/l of the arrangement period to the wave-
length and the enclosure’s mean acoustic potential energy
density ẽp is investigated. Also, in order to determine the
efficiency of the periodic absorptive strip arrangement, every
ẽp of the periodic arrangement is compared to a case in
which the surface was fully covered by strips. As a result, the
parameter study shows that the sound absorption perfor-
mance is not simply a function of how much absorptive ma-
terial is used. It demonstrates that the periodic absorptive
strip arrangement is more efficient, if the frequency of inter-
est is not one of the room’s resonance frequencies and if the
ratio of the arrangement periodD to wavelengthl is less
than 0.5, i.e.D/l,1/2. On the contrary, at resonance,ẽp of
the periodic arrangement is always larger than in the totally
covered case.
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A scale value for the balance inside a historical opera house
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In the framework of opera house acoustics, the term ‘‘balance’’ refers to the acoustical competition
between the singer on the stage and the orchestra in the pit. The mechanism allowing the operatic
singers to be heard over the orchestra has to do with their skill in enhancing the vocal emission by
a peculiar use of the formant frequencies. This vital factor is sensed by the listeners and, apart from
the obvious sound power ratio of the stage and the pit sources, is the main cue that helps to
formulate a subjective impression of the balance. To achieve its objective qualification, two
calibrated sound sources can be placed on the stage and in the pit, respectively, and their sound level
difference is measured at the listeners’ seats. The scope of this work is to investigate the relationship
between the subjective impression and the objective indicator of the balance and to develop a scale
value for the parameter in the case of a historical opera house. For this scope a set of acoustical data
from the Teatro Comunale in Ferrara will be used to create synthetic sound fields with controlled
conditions of the balance between the stage and the pit. This methodology employs an anechoic
piece for soprano~with piano accompaniment! and is implemented in a dead room equipped with an
acoustical rendering system. The sound fields are used to investigate the appropriate balance values
by means of listening tests. The results of the scaling exercise show that a suitable range of values
can be extracted and that the sound from the stage and the pit is perceived as balanced when the
loudness difference between the two is comprised within22.0 dBA and12.3 dBA. © 2005
Acoustical Society of America.@DOI: 10.1121/1.1842774#

PACS numbers: 43.55.Hy, 43.55.Fw, 43.55.Gx@MK #. Pages: 771–779

I. INTRODUCTION

Inside opera houses the sound level at the listeners’ po-
sition is typically the sum of two separate contributions. The
former is produced by a sound source, the singer, which is
located on the stage, and the latter by a sound source in the
pit, the orchestra. For the appraisal of the opera the listener
must be able to discern both sources and the interplay of the
orchestra and the singer must be such that none of them
overwhelms the other. Meyer1 clarified this system in acous-
tical terms and introduced the subjective impression ‘‘bal-
ance’’ as the acoustical competition between the singer and
the orchestra experienced by the listener in the opera house.
He pointed out that the orchestra and the singer have differ-
ent sound powers, namely 102 dB for an averageforte by a
singer and 114 dB for a ‘‘Verdi’’ orchestral grouping playing
forte. Despite this apparent disparity the singer can compete
with the orchestra thanks to a peculiar use of the formant
frequencies of the singing voice.

In particular, in the region close to 3 kHz, where most of
the orchestral instruments have sound components even 20
dB or more below their strongest components, the bass, bari-
tone, tenor, and alto voices are able to cluster the F3, F4, and
F5 formants so that they create the so-called singer’s for-
mant, revealed as an unusually high spectrum peak close to 3
kHz.2 Its exact frequency and level can change according to
the singer proficiency, the wovel, the fundamental frequency
and also the vocal loudness is important, so that increasing

10 dB in the overall level can increase the formant amplitude
up to 16 dB.

For the sopranos the procedure seems more complicated
since, due to the high fundamental frequencies, they tend to
make separate use of the resonance properties of formants F3
and F4 so that a wider range of partials can be covered
uniformly.3 In addition, the sopranos extensively use a
mechanism of formant tracking to boost the projecting power
of their voices: this happens when the fundamental fre-
quency of singing~F0! is higher than the first formant~F1!.
Matching F1 to F0 greatly improves the voice emission with-
out extra effort.2,4

Thanks to the outlined principles of clustering or track-
ing of the formant frequencies the singers can rise their
voices above the sound power of the orchestra. At present
there is no evidence of other basic cooperating or constrast-
ing physical factors that may play a role of comparable im-
portance.

After the subjective impression of the balance was de-
fined, an experimental procedure to achieve a related objec-
tive paramenter was first proposed by Barron.5 He measured
the difference of the sound levels~long time averages! emit-
ted by a directional source on the stage and by an omnidi-
rectional one in the pit, both fed with stationary random
noise. To comply with Meyer’s indications the two sound
sources were calibrated to have the same sound power out-
put. This level difference was given the same name ‘‘bal-
ance’’ and was indicated asB. The author employed this type
of set-up inside a group of opera houses and reported an
average value forB of nearly 2 dB in favor of the singer.
Since no problems with the balance were reported by users

a!Corresponding author: Nicola Prodi, Dipartimento di Ingegneria, Univer-
sità degli Studi di Ferrara, Via Saragat 1, 44100 Ferrara, Italy. Electronic
mail: prodi@ing.unife.it
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of the measured opera houses, he concluded that such a value
could probably be appropriate for the parameter.

Later O’Keefe6 proposed a specific indicator in the form
of an energetic ratio with a time limit set at 50 ms, and called
it B50. In this case the measurement technique involved one
omnidirectional source in the pit and the directional source
on the stage was obtained by sealing all speakers but one in
the dodecaedric source. A 1/3 octave band analysis was per-
formed and some differences between the low and high fre-
quency ranges were shown, but the significance of such data
is still an open question.

At present both an objective indicator for the subjec-
tively perceived balance and the procedures to measure it are
still not included in the technical norms for room-acoustical
measurements.7

Within the described context, the present work will fo-
cus on the subjective evaluation of the parameter balance~B!
according to the objective definition given by Barron. In par-
ticular a major open point is the lack of a scale value for the
indicator to match the listeners’ impression with the mea-
sured indicatorB. With such a reference scale available the
balance could be assessed by field measurements. In this
work such a scale will be obtained by means of psychoa-
coustics tests inside a controlled room. The procedure, which
is explained in detail, consisted at first in measuring some
impulse responses in two typical positions inside a historical
opera house. With these basic data and with the available
anechoic signals, many virtual sound fields were generated
with different balance ratios between the stage and the pit
sources. Then two psychoacoustics scaling experiments were

implemented to rate the sound fields according to the at-
tribute under study. After statistical processing the scale
value for the balance was achieved.

II. IN-SITU MEASUREMENTS

The task of the measurements was to collect impulse
responses, which later served to implement virtual sound
fields in a controlled room. The measurement campaign took
place inside the Teatro Comunale di Ferrara, Italy.8 The the-
atre has 800 seats and has an elliptical plan shape with four
tiers of boxes surmounted by a gallery. The hall has a volume
of nearly 5000 m3 and the stagehouse has a volume of 8500
m3. During the measurements there was no stage set and also
the pit there was free from music stands, chairs and instru-
ments. The measurements regarded two positions, one in the
center of the stalls~called ST! and the other in a lateral box
of the 3rd order~BX!. The plan and section of the theatre
with the locations ST and BX is shown in Fig. 1. The re-
ceiver was a B&K4100 binaural head with a torso. The cho-
sen positions should represent some of the most common
listening conditions found inside a historical opera house. In
particular in the stalls the orchestra is not visible due to the
screening effect of the pit rail, while in the box position the
sight line to the pit is free.

Two different sound sources, one omni-directional and
one directional, were placed at 1 m off thesymmetry axis of
the hall in the orchestra pit and on the stage, respectively.
The location of the sources is also reported in Fig. 1. The
omnidirectional dodecaedric source~Lookline model by

FIG. 1. Plan and section of the Teatro Comunale di
Ferrara, Italy. The positions used for later implementing
the virtual sound fields are indicated. The location ST is
close to the central area of the stalls whereas BX is in a
lateral box of the third order. In the graphic also the
location on the omnidirectional source~open square!
and of the directional source~open triangle! are re-
ported.
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Claber s.n.c. manufacturer! in the pit was at 2 m from the rail
and its center was at 1.3 m above the floor. This sound source
is equalized to have a flat frequency response and its direc-
tional characteristics comply with the requirements indicated
in the norm.7 On the stage a two-way active directional
source~Lem SP Media model by Generalmusic s.p.a. manu-
facturer! was located 2 m from the fire curtain facing towards
the hall, and stood 1.5 m above the floor. As shown in Fig. 2
~taken from the technical specifications of the device! the
frequency response for the frontal direction of this sound
source is sufficiently flat and for this reason no equalization
processing was implemented during the measurements. The
directivity pattern of the directional sound source in the hori-
zontal plane was also measured under anechoic conditions
and the obtained polar plots are reported in Fig. 3. As can be
seen, the directivity is increased in the frontal direction when
passing from low to high frequency bands. As regards the
vertical plane, the employed sound source has a marked
frontal directionality with an angle aperture of about 50° to
60° centered frontally~0° elevation! at 500 Hz and 1 kHz
and inclined upwards by 10° at 2 kHz and 4 kHz. The mea-
sured directionality data for the two-way loudspeaker can be
compared with the similar available data for a soprano voice
reported by Parati and Otonto.9 Some discrepancies are
found and discussed10 ~mainly in the 1 KHz and 4 kHz oct.
bands for the horizontal plane and in the 500 Hz and 2 kHz
for the vertical plane! but this sound source seems appropri-
ate to emulate the singer. In this respect it is believed that
only the introduction of a new antropometric sound source
would probably improve the similarity further.

Once the listening positions were fixed, the measure-
ments consisted of the emission of an exponential sweep
signal, which was delivered sequentially from both the direc-
tional and the omnidirectional sound sources. The recorded
signals were later post-processed in the laboratory to obtain
impulse responses for the left and right ear of the dummy
head.

The acoustic parameters measured in ST and in BX are
shown in Fig. 4 where they are plotted as averages of the two
ear values. The reverberation time RT20 has values of about
1.2 s at mid frequencies, which are quite typical for this type

of historical opera house. This parameter shows also a
marked frequency dependence so that its value is halved
when passing from 125 Hz to 4 kHz. Table I reports the S/N
ratios of the measured impulse responses. It is shown that the
evaluation of the RT20 parameter was done safely in the
range25 dB to 225 dB whereas the calculation of RT30
could be not as easy. In fact in the 125 Hz band some S/N
values would be too close to or smaller than the required 35
dB value. For this reason it was decided to adopt the rever-
beration time RT20 all through the work.

Moreover the parameter has limited variations for differ-
ent sources and receivers. Apart from the ‘‘ST Direc.’’ com-
bination, the all pass values~indicated as ‘‘Lin’’! are within
the 5% to 10% limen, which is indicated as the ‘‘just notice-
able difference’’ limit ~JND! for the quantity.11 On the con-
trary, remarkable differences, bigger than the respective
JNDs, are found both for the center time~TS! and the inter-
aural cross-correlation~IACC! parameters. In fact, the direc-
tional source produces in the stalls a set of very peaked first
reflections with an almost frontal direction, and this affects
the energy ratios and the correlation between the two ears.
On the other hand, the pit source creates a sound field with

FIG. 2. The frequency response of the directional loudspeaker employed to
simulate the singer in the field measurements. The reported dB values are
obtained in anechoic conditions at 1 m in front of the loudspeaker.

FIG. 3. The measured directivity pattern of the directional loudspeaker used
to simulate the singer in the field measurements. The polar plots show oc-
tave band dB levels measured under anechoic conditions on a horizontal
plane with 10° steps. The band values were scaled to the respective maxi-
mum at 0°.
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longer TS and slightly lower IACC, and this is also due to
the screening effect of the pit rail.

III. THE DEVELOPMENT OF THE LISTENING TESTS

A. Signal processing procedures

Once the impulse responses for the two measured posi-
tions in the opera house were available, a set of virtual sound
fields was prepared and rendered inside a controlled room.
During this part of the work the impulse responses were
separately scaled in amplitude to achieve the best possible
signal-to-noise ratio. By doing so the information on the real

field value ofB, which was not essential in the development
of the tests, was dropped. All of the listening tests were pre-
pared from the song ‘‘Tormento’’ by Tosti~XIX century! for
soprano and piano. The music motif hasAndantespeed and
is in E minor tonality. Its duration is 16 s and the strength of
the motif is mezzo forte(m f). This piece was sung by a
professional soprano singer and was recorded in the free field
~under anechoic conditions!.

The recorded piece consisted in a stereo file with sam-
pling frequency 44.1 kHz with the vocal line on the left
channel and an electric piano~called simply a keyboard from
now on! on the right channel. Unfortunately it was not pos-
sible to use an anechoic recording with a score for voice and
orchestra, since, to the knowledge of the authors, a recording
of this kind is still lacking.

In Fig. 5 the two long time average spectra of the voice
and keyboard anechoic signals are reported. As it can be seen
the voice spectra clearly reveals two separated spectrum
peaks in the 1/3 oct. bands centered at 1250 Hz and at 3150
Hz. The peaks are, respectively, 2 dB and 12 dB lower than
the highest level, which can be found in the band centered at
630 Hz. This finding complies with Ref. 3 and it witnesses
the various formants’ resonances in this case.

The process of preparation and rendering of the virtual
sound fields was performed at 44.1 kHz and can be described
by the following steps.

~1! Convolution of the mono vocal line with the binaural
impulse responses measured with the directional source
on the stage.

~2! Convolution of the mono keyboard line with the binaural
impulse responses measured with the omnidirectional
source in the pit.

~3! The mixing of vocal and keyboard source files to achieve
sound fields with different balance ratios.

~4! Cross-talk canceling and inverse filtering according to
the stereo-dipole processing12 with 20° of loudspeakers
opening with respect to the listener.

Both for the stalls and the box locations the prepared
virtual sound fields were characterized by changing the am-
plitude of the stage impulse responses in 3 dB steps from27
dB to 18 dB, so that six sound fields were created in each
case. It is to be noted that no other processing on the impulse
responses was implemented. That is to say that the investi-
gation did not take into account other possible factors influ-
encing the balance apart from the level difference between
the stage and the pit sources.

The level differences were later measured at the ears of
the dummy head, which was placed at the listener position
inside the controlled room. This was accomplished by play-
ing back separately the singer and keyboard lines after the
entire procedure was completed. The obtainedB values for
the six sound fields of both ST and BX are resumed in Table
II.

Then the mixing procedure at point~3! above was used
to produce two separate groups of sound fields. In the former
group the overall level of the mixed sound fields changed
from one sound field to the next~variable level group—VL!.
Their overall level ranged from 77.8 dBA to 83.4 dBA in the

FIG. 4. Acoustical parameters inside the Teatro Comunale of Ferrara, Italy
measured for various combinations of sources and receivers. Each plot is the
average of left and right values. ‘‘Direc.’’ and ‘‘Omnid.’’ are the directional
and omnidirectional sound source, respectively. From top to bottom:~a!
reverberation time RT20;~b! center of gravity of energy, known as center
time TS, and~c! interaural cross correlation IACC.

TABLE I. The S/N ratios of the measured impulse responses expressed as
the arithmetical average of the left and the right ear values dB.

Impulse
response 125 Hz 250 Hz 500 Hz 1 kHz 2 kHz 4 kHz Lin A

ST direc. 36.4 41.2 47.8 52.4 48.5 49.8 44.7 47.1
ST omnid. 36.7 47.1 49.6 48.4 51.9 49.2 44.4 48.0
BX direc. 41.0 43.1 50.9 55.7 58.1 61.1 53.8 56.7
BX omnid. 33.0 48.9 50.5 52.7 55.7 51.7 46.8 51.2
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ST position and from 77.0 dBA to 82.8 dBA in the BX po-
sition. On the contrary, in the latter group the overall level
was always kept fixed~fixed level group—FL!. This was
obtained by setting the level of the sound fields in the first
group to exactly 80.0 dBA. This adjustment allowed us to
maintain the balance values unaltered between the two
groups of sound fields. The value of 80 dBA, which can be
regarded as a preferred condition for the listeners to music,13

is also typical for the performances inside historical opera
houses. For instance, this can be demonstrated for the Mu-
nicipal Theatre in Modena,14 a historical house quite similar
to the one under study in this work. In that house one of the
authors measured a space averaged strength valueG ~accord-
ing to Annex A of Ref. 7! equal to 8 dB~with a spatial
standard deviation—S.D.—equal to 2 dB! in the stalls and 5
dB ~S.D. 2 dB! in the boxes. Given theforte of the Verdi full
orchestra at 114 dB, the resulting level is, respectively, 91 dB
~S.D. 2 dB! in the stalls and 88 dB~S.D. 2 dB! in the boxes.
Since, when passing to dBA, one can expect a decrease of
these levels by 1 to 3 dB, theforte at the listeners can be set,
respectively, at 89 dBA and 86 dBA~with the same S.D.!. It
follows that most of the score, usually close tom f, would be
around 80 dBA at the listener if a doubling in the perceived
piece strength can be reasonably assimilated to a change of
about 10 dB in the sound energy.

The final step in the preparation of the listening experi-
ments was the processing of the two obtained families of
sound fields, VL and FL, according to the stereo-dipole tech-
nique. The rendering technique was implemented in a listen-
ing room with almost anechoic characteristics by placing the
two loudspeakers~F11 monitors by Quested manufacturer! at
2 m symmetrically in front of the listener with 20° of an
angular opening. The frequency response of the monitors is
from 65 Hz to 20 kHz~63 dB!.

The system is able to create phantom sources with good

accuracy. Takeuchi15 tested a similar system~but with a 10°
angular span of loudspeakers instead of the 20° employed
here! and measured the correlation coefficients between the
presented and the perceived directions of the phantom
sources equal to 0.93 for the azimuth and 0.70 for the eleva-
tion. That system showed some back-to-front confusion,
which is not relevant in the present application. In fact, all of
the sound fields are designed to have the sound sources in the
frontal position, though with a slight elevation difference.

Furthermore, the stereo dipole system implemented in
this research is capable of reproducing virtual sound fields
where all of the relevant acoustic parameters are not distin-
guishable from the original ones measuredin-situ. This as-
pect was deeply investigated in the past16 and it was shown
that the difference between the real field parameters and the
virtually reproduced one is well within one JND.

B. Psychoacoustics formulation

The implemented tests aimed at fixing a scale value for
the balance indicator. To achieve this goal it was decided to
employ a statistical methodology known as ‘‘unidimensional
scaling.’’17 In particular, the formulation used is known as
the ‘‘Thurstone method of categorical judgement.’’ To apply
this method it was assumed that the psychoacoustic attribute
to be qualified had a fundamental dimension corresponding
to the level difference between the stage and the pit signals.
This assumption obviously complies with the definition of
the balance under study.

In order to implement the method it was first decided to
produce a rating scale consisting of five items. They were
named, respectively, ‘‘voice too low~VTL !,’’ ‘‘voice rather
low ~VRL!,’’ ‘‘voice and keyboard balanced~VKB !,’’ ‘‘voice
rather high~VRH!’’ and ‘‘voice too high ~VTH!.’’ Only one
of these items had to be selected by checking a box when the
listener judged a sound field. In Fig. 6 the obtained checkbox
for a sound field is shown. This method allowed us both to
achieve a scale value for each of the presented sound fields,
and to set the category boundaries between the items selected
to rate the balance.

Each test session consisted in the playback of one group
of six sound fields, which were randomly ordered. During

FIG. 5. Emission spectra of the anechoic signals of voice and keyboard. The values are measured as long term time average energies with an arbitrary
reference.

TABLE II. The B values in the virtual sound fields measured as the arith-
metical average of the left and the right ear values expressed in dBA.

Sound field A B C D E F

ST—stalls 28.7 25.7 22.7 0.3 3.3 6.3
BX—box 29.7 26.7 23.7 20.7 2.3 5.3
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one session five seconds of silence were inserted between
successive sound fields to give the tester the time to judge
the listened sound field. A complete experiment consisted
first in a practice session where the listener familiarized with
the six sound fields and then of two proper test sessions with
different orders of presentation. Only these two latter ses-
sions were used in the statistical processing. A complete ex-
periment was prepared for each position.

The whole test procedure was repeated twice: first the
sound fields with a variable overall level were used~VL ! and
then those with a fixed overall level~FL!.

Each listening experiment was introduced by a brief ex-
planation about the system consisting of the singer on stage
and the orchestra in the pit. It was pointed out that each
source produces a different loudness level at the listener ears
and that the balance was introduced to evaluate and then to
assess the optimal mixing of the music from the pit and of
the singing voice from the stage. Then testers were instructed
to focus on the loudness difference and to formulate a sub-
jective judgment based on their personal experience and mu-
sical taste. Then, based on their impression, they had to fill in
the prepared checkbox of rating items. All of the testers were
young men and women~aged between 20 and 40 years! with
normal hearing acuity. Some of them reported musical skills
and operatic knowledge, but a regular opera-going experi-
ence was not required to participate in the experiments.

A selection based on reliability was implemented to vali-
date the testers. In fact those who judged three or more sound
fields under the same item were dropped since this was con-
sidered the proof that they had not had sufficient listening
skills. The number of validated testers ranged from 10 to 13
so that each sound field had at least 20 reliable judgements,
that is 10 to 13 for each session. The 50% of the validated
testers had a background in classical music as instrument
players.

IV. RESULTS

The data collected during the tests were elaborated ac-
cording to the algorithms of the Thurstone categorical judge-
ment. For each complete experiment there were two main
results expressed in statistical terms: the scale values for the
presented sound fields and the category boundaries for the
rating items. Since the statistical formulation provided re-
sults basically in terms of standard deviation units, it was
necessary to transfer them back into the level scale used in
preparing the sound fields. This step was accomplished by
calculating the linear regression between the obtained scale
values for the presented sound fields and the respective level
scale fixed during the preparation stage~see Table II!. The
results of this operation are reported in Fig. 7. In each case
the regression coefficient was high (R2.0.94) and a suitable

linear relationship could be established. Actually this was
considered the first evidence that the scaling experiment was
successful, since a functional dependence of the balance
from the level difference was established. By means of the
regression equations and using the scale values of the cat-
egory boundaries as inputs, the respective level values of the
category boundaries were calculated too.

The results of these operations are shown in the Tables
III and IV. The tables report, respectively, the boundary val-
ues and the amplitude of the intervals of the items used to
rate the balance in the presented sound fields. Table III shows
that there are some differences in the boundary values ob-
tained with the two groups of sound fields, that is, VL and
FL. In particular the absolute average difference of the ob-
tained boundary values between VL and FL experiments is
0.8 dB in the case of ST and 0.7 dB in the case of BX. Only
two discrepancies are bigger than 1 dB, as can be seen in
Table II in the columns VTL–VRL by subtracting rows one
and two and under column VKB–VRH by subtracting at
rows four and five.

The differences between VL and FL sound fields can be
accounted for by some expected interference of the judge-

FIG. 6. The checkbox employed for collecting the
judgements of sound fields during the listening tests.

FIG. 7. The linear relationships between the obtained scale values and the
level scale used in preparing the sound fields both for the VL and FL ex-
periments. Top: position ST; bottom: position BX. TheR2 coefficients for
each regression are also reported.
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ments with the subjects’ preference for a higher or lower
level of sound fields. Actually, some of the testers reported
that formulating the judgment in the FL experiment was
more difficult than in the VL one. This was because some of
them probably also used the overall level for judging the
sound fields.

The discrepancies of the obtained boundary values
should be compared to the JND for the loudness of a music
piece. A suitable reference is the value of approximately 0.5
60.2 dB, which can be found18 as the JND for a sinusoidal
signal with an intensity level at 80 dB. In the present case,
with a nonstationary musical signal, it can be surely assumed
that such a JND would cover the above discrepancies of 0.7
dB and 0.8 dB. This is the basic reason why the two sets of
results from the VL and the FL experiments can be consid-
ered consistent with each other despite the overall level
change.

As a consequence of this argument in Table III, the re-
spective averages for ST~row three! and BX ~row six! are
calculated. Comparing these two averaged boundary values
it is seen that they have now only a 1.2 dBA gap under the
column VKB–VRH, while the other boundaries are quite in
agreement. This means that the balance is judged in a very
similar way in the stalls and in the box. Only the median
interval ~VKB ! is slightly bigger in the stalls, as can be veri-
fied in Table III by comparing row three with row six under
the VKB column.

From all the above results it seems appropriate to de-
scribe the global requirements for the opera house as the
average of the two sets of values for ST and BX. The aver-

aged boundary values are reported in the last row of Table
III. It is seen that the averaged VKB region extends from22
dBA to 12.3 dBA. The 4 dBA interval on the left of it, that
is from 26 dBA to 22 dBA is regarded as VRL and below
26 dBA the voice is heard as too low. On the other side the
region VRH has just a 2.2 dBA interval and is not symmetric
to the VRL. Above 4.5 dBA the voice is perceived as too
high.

To validate the statistical results also, the goodness of fit
was evaluated according to the procedure expounded by Ed-
wards and Thurstone.19 This approach assesses the statistics
by checking the averaged differencesDp between the experi-
mentally measured probabilities and those estimateda pos-
teriori by means of the obtained distribution parameters. The
results of the goodness of fit are reported in Table V. Accord-
ing to Ref. 19 both the results are quite statisfactory, and the
ST yelds a more robust fit.

V. DISCUSSION

The scale values of the balance achieved for the stalls
and for the box are substantially in agreement. This finding
confirms that the level difference between the pit and the
stage is by far the most important attribute governing the
perceived balance. The other characteristics of the impulse
responses in the two positions play a minor role.

In fact, as reported above, the acoustical parameters
showed quite different courses between the ST and BX loca-
tions, so that the respective listening conditions are substan-
tially distinct. Actually these characteristics were also nicely
reproduced in the virtual sound fields. The position ST
sounded quite clear, focused and intimate to the listener
whereas the BX sound field was neither focused nor inti-
mate. The testers seldom reported both these facts even if a
specific judgment was not requested. Anyway, it has to be
pointed out here that the present experiments were not suit-
able to investigate the further dependence ofB on each
room-acoustical parameter. For this task a wider group of
impulse responses and sound fields would be needed.

The averaged boundary values have been obtained from
two different types of experiments and the VL ones had a
potential trade-off due to the simultaneous change of the bal-
ance and of the overall level. Notwithstanding this, the VL
approach has two basic advantages. First it allows an easier
relative judgment of the singer level with respect to the fixed
keyboard level and, second, it could better reproduce some
typical listening conditions found inside opera houses. In
fact, the VL sound fields could be appropriate, for instance,
to describe different combinations of singers and musicians.
In particular each singer will have a peculiar sound power
output depending on many factors such as the type of voice,
the personal ability, and training. On the other hand, during

TABLE III. The obtained boundary values for the items used in the rating of
the balance. Units are dBA. VTL is ‘‘voice too low,’’ VRL is ‘‘voice rather
low,’’ VKB is ‘‘voice and keyboard balanced,’’ VRH is ‘‘voice rather high’’
and VTH is ‘‘voice too high.’’ The average values are rounded to the first
decimal position.

Position Field VTL–VRL VRL–VKB VKB–VRH VRH–VTH

VL 25.27 21.67 3.21 5.19
ST—stalls FL 26.63 22.40 2.60 4.51

Avg. ST 26.0 22.0 2.9 4.9

VL 26.47 22.13 1.10 4.17
BX—box FL 25.53 21.67 2.21 3.97

Avg. BX 26.0 21.9 1.7 4.1
AVG. 26.0 22.0 2.3 4.5

TABLE IV. The amplitudes of the item intervals. Units are dBA. VRL is
‘‘voice rather low,’’ VKB is ‘‘voice and keyboard balanced,’’ VRH is ‘‘voice
rather high.’’ The extreme items have boundaries going, respectively, to
minus and plus infinity and their amplitude cannot be reported. The average
values are rounded to the first decimal position.

Position Field VRL VKB VRH

VL 3.60 4.88 1.98
ST—stalls FL 4.23 5.00 1.91

Avg. ST 3.9 4.9 1.9

VL 4.34 3.23 3.07
BX—box FL 3.86 3.88 1.76

Avg. BX 4.1 3.6 2.4
AVG. 4.0 4.2 2.2

TABLE V. Test of the goodness of fit. Difference between the measured
probabilities and those predicteda posteriori.

Dp VL FL

ST—stalls 0.001 0.004
BX—box 0.015 0.015
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the executions also the musicians will adjust their sound
power output to some extent under the supervision of the
conductor. That is why the VL condition can reproduce this
common variability better than the FL one which, on the
contrary, is independent of the testers’ preference for sound
fields of a higher or lower level. The results for the two types
of experiments showed a discrepancy, which could be com-
pared with the JND for the sound level. Based on this argu-
ment a common set ofB values was extracted.

Moreover the sound fields in the listening tests were
characterized by different balance ratios expressed in terms
of dBA values. This weighting procedure has the great ad-
vantage of better focusing on the frequency region where the
use of the formants by the singers is most effective. As ex-
plained above, in fact, both male and female singers~though
with some peculiarities typical of each voice register! make
use of the formant frequencies in order to enhance their vocal
emission. That is why the findings of this work should in
principle apply to all of the operatic singing voices.

To employ dBA values it was assumed that the level
differences occurring out of the region of interest were not as
important for the assessment of the balance as those being
inside that range. To confirm this choice it is recalled that the
other masking effects from the orchestral sounds~or in this
case from the piano! are concentrated primarily in the lower
frequency range. It is known in fact that the long term spec-
tral envelope of orchestral sound, peaked at around 450 Hz,
can easily mask the singing voice at lower frequencies.2 The
A-weighting allowed us to control the masking at lower fre-
quencies and it was also possible to partially compensate for
the use of an electric piano rather than of a proper orchestra,
whose behavior had to be reproduced only in the frequency
range of interest. It has to be remarked here that the use of
the A-weighting differs from the approach of Barron, who
used long time average values but without weighting.

Actually the usage of long time averages seems to con-
flict with the nature of music and singing, both being non-
stationary phenomena, and with the nature of the human au-
ditory system which operates on a short-time basis. The
above approach is directly derived by the room acoustical
measurement procedures described in Annex A of Ref. 7,
whose aim is to objectively qualify the acoustics of a room.
As recalled by Barron20 the objective indicator for the loud-
ness, called strength~G!, was first derived by assessing re-
cordings made at orchestral rehearsals in actual concert halls.
It is clear then that this approach gained increasing success
over the years among researchers and practitioners due to its
simplicity and effectiveness, but the optimization of the
loudness calculation scheme for both music and singing is
still an open question.

Another point to be discussed is how the findings can be
transferred to other opera houses. In the present case the
results showed limited discrepancies between ST and BX
positions, and it can be predicted that the appropriateB val-
ues should not depend so much on the position inside a given
hall. In particular the results achieved here should apply to
historical opera houses whose listening attributes are very
similar to those in the investigated theater. It seems that the
fine structure of the impulse responses should play a minor

role in the assessment ofB, since the level difference clearly
governs the perception of the attribute. Nevertheless a
change in the above scale forB could perhaps occur in opera
houses with a reverberation time, deviating substantially
from the present case. In those houses the strong impact of
reverberation on the intelligibility of the singing voice
should be considered.

Finally, it has to be remarked that the values used here
were the measured level differences of the singer and the
keyboard lines played separately in the listening room after
the whole processing was implemented. This kind of direct
virtual measurement was forced, since the power output of
the two sources in the free-field conditions of recording was
unknown and surely not equal in the range of interest. Any-
way, for the evaluation ofB the obtained scale values must
be compared with the field values measured when operating
two calibrated sound sources. Experimentally those data can
be achieved either by means of separate measurements with
a sound level meter or by post-processing of suitable impulse
responses. Unfortunately, discrepancies between the two
measurement techniques were reported in the last years.21,22

VI. CONCLUSIONS

In this work a reference scale for the evaluation and the
assessment of the balance between the singer and the orches-
tra inside a historical opera house was first developed. Based
on the fundamental mechanisms allowing the singer to
acoustically compete with the orchestra, which stem from the
peculiar usage of the formant frequencies of the singing
voice, the concept and physical background of the balance
was outlined. This perceived attribute was investigated by
means of listening tests, which gave statistically reliable re-
sults. In particular the boundary values of the parameter,
measured as the dBA level differences between the stage and
the pit sources, and the item intervals were derived by uni-
dimensional scaling experiments. The main findings of the
work were the following.

~1! An accurate scaling can be achieved by means of the
level difference. The scale values of the sound fields and
the balance values are linked by a linear relationship
with high correlation coefficients.

~2! The other room-acoustical indicators play a minor role
since a limited discrepancy between the two investigated
positions in the stalls and in the box was found.

~3! Judgements of sound fields with variable and fixed levels
were performed and a common set of boundary values
could be extracted.

~4! From this scale it was found that the balance region ex-
tends on average from22 dBA to 12.3 dBA and forB
above14.5 dBA the voice level is judged as too high.

Some further researches are necessary to clarify the in-
fluence of reverberation time on the balance, because this
attribute could affect the intelligibility of the singing voice.
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Coherent underwater communication is hampered by the time spread inherent to acoustic
propagation in the ocean. Because time-reversal signal processing produces pulse compression,
communications has been suggested as a natural application of the technique. Passive versions of
time-reversal processing use a receive-only array to do combined temporal and spatial matched
filtering. It can be shown, however, that the pulse compression it achieves is not perfect and that an
equalizer that relies solely on time-reversal processing will have an error floor caused by
uncompensated intersymbol interference~ISI!. In the present paper, a physics-based model is
developed for the uncompensated ISI in a passive time-reversal equalizer. The model makes use of
a normal-mode expansion for the acoustic field. The matched-filtering integral is approximated and
the intermediate result interpreted using the waveguide invariant. After combining across the array
and sampling, formal statistical averages of the soft demodulation output are calculated. The results
show how performance scales with bandwidth, with the number and position of array elements, and
with the length of the finite impulse response matched filters. Good agreement is obtained between
the predicted scaling and that observed in field experiments. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Time-reversal signal processing was first prominently
demonstrated in underwater acoustics by Parvulescu.1 An
acoustic source transmitted a short burst. The response, ob-
served several kilometers away, exhibited significant time
spread as late-arriving energy interacted multiple times with
both the sea surface and the bottom. The received signal was
sent back via a radio link, then retransmitted from the source
but in a time-reversed fashion. With the slowest paths now
sent first, the backpropagated field recombined to produce a
sharp response at the receiver. In a later theoretical study,
Jackson and Dowling2 considered a scenario with an active
array that was capable of both reception and transmission.
They showed how the time-reversed field backpropagated
from such an array would focus both in time and in space at
the location of the original source. Dowling later showed
how analogous pulse compression could also be achieved
using a passive, receive-only array.3 Active time reversal us-
ing a vertical source–receiver array was demonstrated by
Kupermanet al.4

The ability of time-reversal processing to produce pulse
compression suggests its attractiveness for use in underwater
communications. The time spread so typical of propagation
in the ocean makes acoustic communication a challenging
problem.5,6 The standard approach is to design an equalizer
that attempts to correct for these propagation effects. The
equalizer must adapt to the constantly changing ocean envi-
ronment. If an appropriate form of time-reversal processing
could be developed, it might be possible to simplify the pro-
cessing dramatically. Ideally, adequate pulse compression
would be achieved with the ocean acting implicitly as its
own equalizer. The open research questions of how and when

time-reversal processing might best be applied involves as-
pects of wave propagation theory, signal processing and ex-
perimental design.

As befitting an interdisciplinary topic, time-reversal pro-
cessing for communications has been viewed from a variety
of perspectives. From a mathematical physics standpoint, it
has been shown how communications performance can actu-
ally improve as the scattering in a complicated environment
increases.7 Statistical stability of a communications link has
been examined as a function of bandwidth.8,9 From the
standpoint of communications theory, time reversal has been
compared to other more explicit equalization techniques.10–12

If there is low signal to noise, time reversal produces perfor-
mance comparable to an explicit equalizer at a fraction of the
computational cost. These papers have also showed, how-
ever, that an equalizer that relies purely on time reversal will
ultimately be limited by uncompensated intersymbol interfer-
ence~ISI!. From the standpoint of doing experiments, both
active13–15 and passive16–22 versions of time-reversal com-
munications have been implemented.

The present paper synthesizes these various approaches
to time-reversal communications. A physics-based model for
the performance of a passive time-reversal equalizer is de-
veloped. The model, derived in Sec. II, includes basic com-
munications design parameters such as the bandwidth and
the array geometry, but also basic propagation physics such
as embodied in the waveguide invariant. Formal statistical
averages of the equalizer’s soft demodulation output are per-
formed. The numerical calculations in Sec. III demonstrate
the effects of residual ISI on performance. The calculations
show how performance scales with bandwidth, with the
number and spacing of array elements, and with the length of
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the finite impulse response matched filters. Model predic-
tions for the scaling are shown to be in good agreement with
results from field experiments in Sec. IV.

II. MODEL

The limiting factor for time-reversal communications in
the ocean is uncompensated intersymbol interference. This
section develops a physics-based model for this inherent er-
ror. To define the terminology and mathematical notion in a
simple setting, an idealized correlation demodulator23 is first
reviewed. If there is no noise, no multipathing, and perfect
synchronization, a sequence of symbols can be recovered
using a correlation demodulator without interference. A pas-
sive time-reversal equalizer operating in the ocean wave-
guide is then considered. An analytical expression for this
processor’s intersymbol interference is derived in terms of
ocean waveguide parameters. A formal statistical average
then yields the mean-squared error.

A. Correlation demodulator

Consider the phase-encoded data streamsd(t) operating
at the radian center frequencyv0

sd~ t !5(
n8

s~ t2n8Ts!cos~v0t1fn8!, ~1!

wheres(t) is the envelope andf s51/Ts is the symbol rate.
For simplicity, encoding is restricted to binary phase shift
keying ~BPSK!, implying fn8 is either 0 orp; generalization
to higher order constellations is straightforward.

Supposesd(t) could be measured at a receiver. A corre-
lation demodulator is one technique for extracting the dis-
crete symbols cos(fn8) from the measurement. The technique
can be illustrated with an idealized example. Letting

si~ t !5s~ t !cos~v0t ! ~2!

be known at the receiver, the cross correlation with the data
stream is

S~ t !5E
2`

`

si~ t8!sd~ t81t !dt8

5
1

2p E
2`

`

s̃i~v!s̃d* ~v!e2 ivtdv. ~3!

The secondary form in Eq.~3! uses Fourier transforms, de-
noted by tildes. Operating in either the time or frequency
domain, one can show that

S~ t !5
1

2 (
n8

C~ t2n8Ts!cos~v0t1fn8!, ~4!

whereC(t) is the autocorrelation of the envelope

C~ t !5
1

2p E
2`

`

us̃~v!u2e2 ivtdv, ~5!

and where high-frequency terms that can be removed by fil-
tering are neglected. Through standard processing techniques
the phase can be synchronized, and Eq.~4! can be sampled at
the symbol ratet5nTs . For mathematical convenience,
v0Ts is taken to be a multiple of 2p, yielding

S@n#[S~nTs!5
1

2 (
n8

C~~n2n8!Ts!cos~fn8!. ~6!

Inspecting Eq.~6!, it is clear that the transmitted symbols can
be recovered exactly for this noise-free case when the
sampled envelope autocorrelation satisfies

C~~n2n8!Ts!5H 1, n5n8

0, nÞn8
. ~7!

A function that satisfies Eq.~7! is a form of the raised cosine

C~ t !5
sin~pKBf st !

pKBf st
, ~8!

where KB is a nonzero integer. The described procedure
gives perfect recovery of the transmitted binary data atf s

symbols per second. One can show that the bandwidth of Eq.
~8! is KBf s . Consequently, the ratio of the data rate to the
bandwidth—a measure of communications efficiency—is
1/KB . For this idealized case, choosingKB.1 simply in-
creases the bandwidth without improving the data through-
put.

Time-reversal communications in the ocean borrows
from the basic concept of a correlation demodulator. The
above development has ignored issues like phase synchroni-
zation and sampling that must be solved in practice. Certain
choices have been made to illustrate the concept in a simple
mathematical setting; it is not necessary in practice, for ex-
ample, to constrain the bandwidth to be an integer multiple
KB of the data rate. When considering the underwater com-
munications in subsequent sections,KB will be referred to as
the bandwidth factor. It will be shown how bandwidth com-
bines with array geometry, and knowledge of the channel
response to quantify the performance of a time-reversal
equalizer.

B. Time-reversal equalizer

Consider an underwater acoustics scenario where the di-
rection of communication is from an isolated source to a
distant receive-only array. Applying passive time-reversal
processing to this problem combines temporal and spatial
matched filtering. The temporal filtering step is developed
following the notation of the previous section. In analogy
with Eq. ~1!, let pd(t;rm) be the phase-encoded data stream
as observed at positionrm far from the transmitter. Let
pi(t;rm) be the corresponding known probe response. Form
the cross correlation as in Eq.~3!

Rid~ t;rm!5E
2`

`

pi~ t8;rm!pd~ t81t;rm!dt8

5
1

2p E
2`

`

p̃i* ~v;rm! p̃d~v;rm!e2 ivtdv. ~9!

Assume that there areM elements in the receiving array, and
that the cross correlation Eq.~9! is calculated at each. Com-
bining yields the output of the time-reversal processor

P~ t !5 (
m51

M

Rid~ t;rm!. ~10!
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In this section, an expression forP(t) is derived in
terms of the number of receiving elementsM , the spacing
between the elements, the bandwidth factorKB , and the
ocean waveguide geometry. The expression is then sampled
at the symbol rate yielding the soft demodulation output. The
soft demodulation output exhibits the effects of intersymbol
interference. The reader less interested in mathematical de-
tails is referred to the final result, Eqs.~28! and ~29!.

To begin the derivation, it is most convenient to analyze
Eq. ~9! in the Fourier domain. Assuming a range-
independent waveguide, the observed data stream is ex-
panded in its normal modes24

p̃d~v;rm!5 s̃d~v!(
m

~jmxm!21/2Cm~z0!Cm~zm!

3e2amxmei jmxm. ~11!

In Eq. ~11!, Cm represents the depth-dependent normal
modes~eigenfunctions! with jm the corresponding horizontal
wave numbers~eigenvalues! and am the associated modal
attenuation. The source is at range zero and depthz0 , and
certain unimportant scaling factors have been suppressed. To
simplify the geometry, assume each receiving array element
is in the same vertical plane sorm5(xm ,zm). The phase-
encoded data stream is embedded ins̃d(v), the Fourier
transform of Eq.~1!. An analogous expression for the probe
responsep̃i(v;rm) can be written with s̃i(v) replacing
s̃d(v).

Normal-mode expansions are more typically used at
lower frequencies. At the frequencies relevant to acoustic
communications, the waveguide may support several hun-
dred modes. The modal expansion is useful for present pur-
poses because ultimately one is not calculating the propagat-
ing acoustic field but rather the output from the time-reversal
equalizer.

Returning to the cross correlation, the modal expansions
are substituted into Eq.~9! and the frequency integration can
be evaluated in principle. The integration is complicated by
the fact that all the mode-dependent quantities, including the
number of propagating modes, are implicit functions of fre-
quency. To simplify the analysis, what is essentially a sta-
tionary phase approximation is made. Frequency dependence
is ignored everywhere except in the phase. Retaining the
frequency dependence in the phase is important because that
is where the BPSK data are encoded. In a subsequent section,
experimental data are used to test the validity of the approxi-
mation. Equation~9! becomes

Rid~ t;rm!'(
m,n

AmnmI mn~ t !, ~12!

where

Amnm5~jmjnx2!21/2Cm~z0!Cm~zm!Cn~z0!

3Cn~zm!e2(am1an)x, ~13!

with each of the mode-dependent quantities evaluated at the
center frequencyv0 . The time dependence is embedded in

I mn~ t !5
1

2p E
2`

`

s̃i* ~v!s̃d~v!eiumne2 ivtdv, ~14!

where the phase depends on the wave number difference

umn5~jm2jn!x. ~15!

In the preceding, a vertical receiving array is assumed so that
each of theM array elements is at the same rangexm5x.
This assumption can be relaxed at the cost only of leaving
umn a function of the sensor indexm.

Equation~14! differs from the idealized Eq.~3! by the
presence of the additional complex exponential with phase
umn . When the two mode indices are equal,umm50 and Eq.
~14! reduces to Eq.~4!. For mÞn, umn can be expanded
about the center frequencies6v0

umn~v!'umn~v0!1~v2v0!
dumn

dv

5v0x~1/vm21/vn!1~v2v0!x~1/um21/un!. ~16!

In Eq. ~16!, u and v are the group and phase velocities,
respectively, of the subscripted modes evaluated at the center
frequency. It is useful to define the ratio

bmn[2
1/vm21/vn

1/um21/un
. ~17!

The quantitybmn is the finite-difference version25,26 of the
so-called waveguide invariant.27 Often bmn is only a weak
function of the mode indices and can be replaced by a con-
stant; the canonical shallow water value isb51.27,28 Defin-
ing the group slowness differencegmn51/um21/un , the
phase velocity terms in Eq.~16! can be eliminated, yielding

umn'2v0bmngmnx1~v2v0!gmnx. ~18!

The presence of the waveguide invariant in Eq.~18! merits
some comment. Generally regarded as a low-frequency con-
cept, it arises in the present context because of the temporal
matched filtering step. At high frequencies, the acoustic
waveguide supports many acoustic modes. Because each
mode propagates with its own velocity, the modes interfere
with one another when the field is match filtered. The timing
of these interference terms is dictated by the difference in
group slowness between the modes taken in pairs. The dif-
ference in phase slowness between the modes is relevant
because BPSK coding has been used. The phase and group
slowness differences are related via the waveguide invariant.
The waveguide invariant is a weak function of frequency29

consistent with the stationary phase approximation.
To evaluate Eq.~14!, the Fourier transformss̃d(v) and

s̃i(v) are calculated from Eq.~1! and Eq.~2!, respectively.
The integral is then broken into positive- and negative-
frequency components, and the phase expansion Eq.~18! is
applied to each. Evaluating the two integrals, recombining,
and neglecting high-frequency terms yields

I mn~ t !5
1

2 (
n8

C~ t2n8Ts2gmnx!

3cos~v0t1v0bmngmnx1fn8!, ~19!

where we recallC(t) is the autocorrelation of the envelope,
Eq. ~5!.

782 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Daniel Rouseff: Intersymbol interference in time-reversal processing



Together with Eq.~12!, Eq. ~19! represents the output of
the time-reversal processor. As with the correlation demodu-
lator in the previous section, it is assumed that perfect phase
synchronization can be achieved by separate means. Sam-
pling at t5nTs and rearranging terms gives

P@n#[P~nTs!5(
m,n

AmnI mn~nTs!, ~20!

where the weights

Amn5 (
m51

M

Amnm5~jmjnx2!21/2Cm~z0!Cn~z0!

3e2(am1an)x (
m51

M

Cm~zm!Cn~zm!, ~21!

contain the dependence on the numberM of elements in the
receiving array and their positions. The transmitted data
stream is embedded in

I mn~nTs!5
1

2 (
n8

C~~n2n8!Ts2gmnx!

3cos~v0bmngmnx1fn8!. ~22!

Equations~20!–~22! should be compared to the correlation
demodulator result, Eq.~6!. The time shiftgmnx in Eq. ~22!
means that the processor output at timenTs is contaminated
by the other symbols,n8Þn. This intersymbol interference
~ISI! fundamentally limits the performance of the time-
reversal equalizer.10–12 Note that the ISI can be reduced
through spatial diversity. This can be deduced from Eq.~21!
for the limiting case of a densely populated array spanning
the water column: the summation is replaced by an integra-
tion over depth and, since the acoustic modes are orthogonal,
the weights are zero except when the mode indices are equal,
m5n. Sincegmm50 by definition, there is no ISI from the
remaining terms. In practice, this limit would be difficult to
achieve;22 with a shorter array and a reduced number of el-
ements, there will be some residual ISI.

To study the ISI, Eq.~22! is evaluated for the specific
envelope correlation function given in Eq.~8!. Applying
standard trigonometric identities, one can show that

C~~n2n8!Ts2gmnx!5dmndnn81~12dmn!

•

~21!KB(n2n8)11sin~pKBf sgmnx!

pKB~n2n82 f sgmnx!
,

~23!

where Kronecker delta functions have been used to isolate
the special case where the mode indices are equal. Equation
~22! can be further simplified for BPSK modulation. Since
fn8 is constrained to be either 0 orp

cos~v0bmngmnx1fn8!5cos~fn8!cos~v0bmngmnx!.
~24!

Combining Eqs.~20!–~24!, the sampled output of the time-
reversal processor is

P@n#5
1

2
cos~fn!(

m
Amm1

1

2 (
mn,mÞn

Dmn

3(
n8

~21!KB(n2n8)11cos~fn8!

pKB~n2n82 f sgmnx!
, ~25!

where

Dmn5Amn sin~pKBf sgmnx!cos~v0bmngmnx!. ~26!

The first term in Eq.~25! is proportional to the desired data
stream cos(fn), while the second represents the ISI. Making
this more explicit, define

CN[S (
n

AnnD 21

. ~27!

Then, the normalized soft demodulation output is

P̄@n#[2CNP@n#5cos~fn!1«@n#, ~28!

where the error from ISI is

«@n#5CN (
mn,mÞn

Dmn(
n8

~21!KB(n2n8)11 cos~fn8!

pKB~n2n82 f sgmnx!
.

~29!

In practice, the soft demodulation output is fed into a deci-
sion device that produces the final estimate for the transmit-
ted symbol.

C. Statistics for time-reversal equalizer

The BPSK data are encoded in the phasesfn as in Eq.
~1!. The derivation of Eq.~28! showed how cos(fn) could be
recovered after propagating through the idealized ocean
waveguide using time-reversal equalizer. The recovery is not
perfect, however, as reflected by the error term«@n# defined
in Eq. ~29!. The error is due to the intersymbol interference
from other symbols in the data stream. In this section, a
formula for the mean-squared error~MSE! induced by the
interference is derived.

Treat the phasesfn as being random variables. For
BPSK data, the phase is constrained to be either 0 orp.
Assuming that these two values are equally likely implies
^cos(fn)&50, where the angle brackets denote an ensemble
average. It follows immediately from Eq.~29! that the mean
error is zero. To calculate the MSE, different pairs of sym-
bols are assumed to be uncorrelated. It follows that

^«2@n#&5CN
2 (

mn,mÞn
(

m8n8,m8Þn8
DmnDm8n8~pKB!22

•(
n8

@~n2n82 f sgmnx!~n2n82 f sgm8n8x!#21.

~30!

To simplify Eq. ~30!, ignore any transient effects from the
finite length of the data stream. The limits on the summation
over the symbol indexn8 are extended and a formula attrib-
uted to Euler30
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(
n852`

`
1

~j2n8!~h2n8!
5

p

h2j
@cot~pj!2cot~ph!#,

~31!

is used. Applying Eq.~31! and standard trigonometric iden-
tities yields

^«2@n#&5CN
2 (

mn,mÞn
(

m8n8,m8Þn8

DmnDm8n8
pKB

2 f s~gmn2gm8n8!x

•

sin~p f s~gmn2gm8n8!x!

sin~p f sgmnx!sin~p f sgm8n8x!
. ~32!

Note that the MSE is independent of the output symbol index
n, as one would expect when transient effects near the be-
ginning or end of a long data stream are ignored.

Equation ~32! for the MSE can be further simplified.
The equation features a fourfold summation over the mode
indices. The individual terms in the summation may be posi-
tive or negative, but their sum is the positive MSE. It is
asserted, and later demonstrated by numerical example, that
the dominant contribution to the summation in Eq.~32! oc-
curs when the mode indicesm5m8 and n5n8. Retaining
only these terms

s2[^«2@n#&5CN
2 (

mn,mÞn

Dmn
2

KB
2 sin2~p f sgmnx!

. ~33!

Rearranging terms using Eq.~26! yields the final result for
the MSE

s25CN
2 (

mn,mÞn
Amn

2 Smn
2 , ~34!

where

Smn
2 5

sin2~pKBf sgmnx!cos2~v0bmngmnx!

KB
2 sin2~p f sgmnx!

. ~35!

In this partitioning,Smn
2 contains the dependence on the sig-

nal bandwidth, as expressed inKB , and the symbol ratef s .
The term also reflects the fact that different acoustic modes
propagate with different group velocities, as expressed in
gmn , and different phase velocities. The phase and group
velocities for the ocean waveguide are related via the wave-
guide invariantbmn . The weightingsAmn

2 contain the depen-
dence on the experimental geometry, in particular on the
numberM of receiving array elements and their depths; see
Eq. ~21!. In other words, the effects of frequency diversity
are contained inSmn

2 while the effects of spatial diversity are
contained inAmn

2 . The individual terms in Eq.~34! are
summed over the mode indices and normalized.

III. NUMERICAL RESULTS

To illustrate the analytical results of the previous sec-
tion, a particular model for the ocean waveguide is chosen.
Consider an isovelocity water column with sound speedc0

and depthd above an acoustically fast sediment. Dirichlet
boundary conditions are enforced at both the sea surface and
the water–sediment interface. The acoustic modes and wave
numbers for this scenario are, respectively

Cm~z!5A2/d sin~mpz/d!, ~36!

jm5Ak0
22~mp/d!2, ~37!

wherek05v0 /c0 . Associated with modem is the propaga-
tion angle with respect to the horizontal

xm56sin21~mp/~k0d!!. ~38!

At communications frequencies, the Dirichlet boundary
condition is a reasonable approximation at the water–
sediment interface provided attention is restricted to the
lower order modes. Higher order modes, propagating at
steeper angles, eventually exceed the critical grazing angle
and are lost into the sediment. This effect is approximated by
fixing the maximum number of acoustic modesmmax based
on an assumed critical angle. Forv0/2p515 kHz, c0

51500 m/s, andd550 m, a 30 deg critical angle hasmmax

5500. Unless otherwise noted, these parameter values are
used in the numerical simulations that follow. The range is
fixed at 3 km, the source depth at 12 m, and the symbol rate
f s52500 symbols/s.

As presently formulated, the proposed model’s biggest
apparent limitation is that it ignores variability in the geom-
etry or the medium. The source or receiving array could drift
with the motion changing the effective geometry. Oceano-
graphic phenomena like surface waves, internal waves, and
turbulence introduce temporal and spatial variability. When
scattering from the sea surface is important, it is not unusual
for the acoustic field to decorrelate in less than a second.16,31

To reduce the difficulties imposed by a time-varying me-
dium, Flynnet al.17,18 proposed an adaptive version of time-
reversal processing. In this decision-directed approach, past
symbol estimates are used in a feedback loop to update the
matched filters and compensate for changes in the environ-
ment. The updated matched filters are used to process the
next block of data. The procedure then repeats with the
matched filters updated many tens of times per second as the
algorithm marches through the data stream. Both real18 and
simulated32 data have been used to test the algorithm.

Consequently, with adaptive processing the chief limita-
tion is not time variabilityper sebut rather the fact that there
is always some error in the matched filters. It is often diffi-
cult for the matched filters to represent accurately the late-
arriving energy as these paths have had multiple interactions
with the sea surface. The effects of imperfect channel knowl-
edge can be approximated within the model. If there aremmax

propagating modes, a reduced number of modesnmax is used
to represent the matched filter. By settingnmax,mmax, the
effective length of the finite impulse response matched filter
is truncated, creating a mismatch between the filter and the
data. Notice that asnmax is reduced, the normalization factor
CN defined in Eq.~27! increases. As a result, the error Eq.
~29! also increases. Using Eq.~38!, nmax can be related to an
effective angle for the matched filter.

The performance of the time-reversal processor can now
be quantified. Of particular interest is how the performance
scales as a function of the three principle parameters: the
bandwidth as expressed throughKB , the number of elements
M in the receiving array, and the length of the matched filter.
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Realizations of the processor output can be generated using
Eqs.~27!–~29!. The ensemble MSE can be calculated using
Eq. ~34!–~35!.

Figure 1 shows scatter plots of the soft demodulation
output. Transmitted symbolsfn50 are mapped by an ‘‘x’’
and transmittedfn5p are mapped by a circle. An ‘‘x’’
mapped into the lower half-space of the scatter plot indicates
an error, as does a circle in the upper half-space. Qualita-
tively, the plots are similar to those produced with experi-
mental data.16 The plots begin with symboln5250 to avoid
transients near the beginning of the data stream. For both
panels,M510, mmax5200, andnmax550. In Fig. 1~a!, the
bandwidth equals the data rate soKB51. For this example,
there are four errors and the sample variance is26.5 dB. In
Fig. 1~b!, the bandwidth has been doubled andKB52. There
are no errors and the sample variance is reduced to
210.2 dB. These sample variances can be compared to en-
semble calculations. For the two cases shown, Eqs.~34!–
~35! produce27.0 and210.0 dB, respectively. The similar-
ity between the sample and ensemble results lends credence
to the approximations made in replacing Eq.~32! with Eq.
~33!.

If the matched filter is a good representation of the

propagation channel, time-reversal processing can be suc-
cessful even in complicated environments. Figure 2 assumes
a perfect matched filter withnmax5mmax. The ensemble MSE
is plotted versus critical angle for various bandwidth factors
KB . In each case, there areM54 array elements. The error
generally increases with critical angle when there are a se-
verely limited number of propagating modes. As the critical
angle increases, the performance eventually stabilizes; add-
ing additional propagating modes has no detrimental effect
on performance provided that they are also included in the
matched filter.

In Fig. 2, perfect knowledge is assumed for the matched
filter. In Fig. 3, the more realistic scenario of a truncated
matched filter is considered. The critical angle is fixed at 30
deg and the MSE is calculated as a function of the matched
filter angle. The bandwidth factorKB52 and the calculation
is made for variousM array elements. Note that an approxi-
mately 3-dB improvement in performance is achieved by
either doubling the number of array elements or doubling the
length of the matched filter. The result suggests how in prac-
tice one can compensate for imperfect channel knowledge by
increasing the number of array elements.

In Fig. 4, the MSE is plotted as a function of the number
of array elements for variousKB . The matched filter angle is
5 deg. Doubling either the number of array elements or the
bandwidth improves the performance by approximately 3
dB. In practice, bandwidth may be a precious commodity,
particularly if there are multiple users trying to communicate
simultaneously. The result suggests how one could compen-

FIG. 2. Effect of critical angle on communications performance. Critical
angle dictates number of propagating acoustic modes via Eq.~38!. Ideal
matched filter uses same number of modes. Results plotted forM54 ele-
ments in receiving array and various values of the bandwidth factorKB .

FIG. 1. Scatter plot of soft demodulation output.~a! Bandwidth equals sym-
bol rate,KB51. ~b! Bandwidth increased to twice the symbol rate,KB52.
See the text for other simulation parameters.

FIG. 3. Effect of matched filter truncation on communications performance.
Matched filter truncated to retain energy propagating at angles less than or
equal to the critical angle of 30 deg. Results plotted for bandwidth factor
KB52 andM array elements.

FIG. 4. Effect of number of array elements on communications perfor-
mance. Calculation has critical angle 30 deg and matched filter angle 5 deg.
Various values for bandwidth factorKB .
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sate for a reduction in the available bandwidth by increasing
the number of array elements.

In Figs. 1–4, the calculations were made with an array
spanning the water column and uniform spacing between the
elements. To study the effects of element spacing, consider
Fig. 5. TheM53 element vertical array is centered in the
water column and the separation between the elements is
varied. The bandwidth is fixed withKB56 and the matched
filter angle is 5 deg. The results fluctuate by a fraction of a
decibel, suggesting a weak dependence on array spacing.
This result can have important implications for designing a
communications system based on time-reversal processing: it
is not necessary to have an array spanning the water column,
as similar performance might be achieved using a much
shorter aperture.22 The number of array elements is more
important than their distribution in depth. An important ca-
veat is that these calculations assumed an isovelocity water
column. For a more complicated environment, one obviously
would not want a small aperture to be in a shadow zone of
the source.

IV. COMPARISON WITH EXPERIMENTS

The model of the previous sections predicts how the
performance of the time-reversal processor scales with pa-
rameters like bandwidth, matched filter length, and array ge-
ometry. Some of these predictions can be tested using archi-
val data from field experiments. The present emphasis is on
how the measured performance scales with experimental pa-
rameters that can be readily varied; no attempt is made in
these initial model-data comparisons to predict the absolute
performance level. To be consistent with the assumptions
made in developing the model, only data with high ambient
SNR are used.

The model is tested using data taken during an experi-
ment in Puget Sound near Seattle in May 2000.16 A 14-
element receiving array was deployed in waters between 30
and 50 m deep. Probe pulses and simple PSK data streams, 5
s in duration, were sent at ranges up to 5 km. The center
frequency was 11.5 kHz and the240-dB bandwidth was 13
kHz. Data were transmitted at 2174 symbols/s. Note that,
unlike in the analysis, the bandwidth in the experiment was
not constrained to be an integer multiple of the symbol rate;
the corresponding equivalent bandwidth factor isKB56.0.
Grab samples showed the bottom to be a sand/silt sediment.

The measured sound speed in the water column was nearly
depth independent with nominal value 1480 m/s.

Figure 6 shows an example of how communications per-
formance scales with the number of array elements. For this
deployment, the array was vertical with 2-m spacing between
the elements. The range to the transmitter was 0.9 km and
the ambient SNR was 38.5 dB. The finite impulse response
matched filter was 108 symbols long and updated using the
decision-directed algorithm every 100 symbols.18 Various
subsets of the full 14-element array were used and plotted
results represent averages. For example, the seven-element
result is an average of using the top, middle, and bottom
seven elements in the array. The points connected by a solid
line show the averaged data, while the dashed line shows the
scaling predicted by the model. Consistent with the model,
the data show the performance improving by approximately
3 dB as the number of array elements is doubled.

With some exceptions,33 studies of time-reversal pro-
cessing in the ocean have emphasized vertical arrays. The
vertical array calculation in Fig. 5 showed that the spacing
between the elements had only a minimal effect on the com-
munications performance. As an additional test of the model,
consider field data taken when the array was deliberately
curved away from the vertical.34 Figure 7 is a scale diagram

FIG. 5. Effect of element spacing on communications algorithm perfor-
mance. Calculation has critical angle 30 deg and matched filter angle 5 deg.
M53 array elements centered in water column with uniform spacing be-
tween elements. Bandwidth factorKB56. FIG. 6. Experimental results showing effect of number of array elements on

communications performance. Dashed line shows scaling predicted by
model. See the text for details of experiment.

FIG. 7. Scale diagram of curved receiving array deployed during experi-
ment. Fourteen array elements shown as function of depth and range. See
the text for details of experiment.
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showing the location in depth and relative range of the 14
elements during the curved array deployment. The transmit-
ter was located 1.0 km away at bearing, approximately 10
deg relative to array endfire.

Table I shows performance results for one 5-s transmis-
sion using different subapertures of the full array. Using just
three array elements to do the processing, the triplet of ele-
ments~6,7,8! near the middle of the water column produced
results similar to the shallow group~11,12,13!. The results
are also similar to the widely spaced triplet~1,7,14!. Inter-
estingly, the nearly horizontal triplet~2,3,4! performs within
0.4 dB of the other, more vertical apertures. The variability
between the different triplets in Table I is within the levels
suggested by Fig. 6. The weak dependence on array geom-
etry that is observed in both the data and the simulations may
be a result of the high-frequency acoustic field having a short
spatial correlation length in shallow water.35

V. CONCLUDING REMARKS

Passive time-reversal acoustic signal processing pro-
duces pulse compression. Because this compression is not
perfect, an underwater communications algorithm that relies
on time reversal to achieve equalization will have an error
floor that limits performance. The error floor is caused by
uncompensated intersymbol interference. In the present pa-
per, a physics-based model for this interference is developed.
The calculation is taken ‘‘through the sensor’’ to predict the
mean-squared error caused by the interference at the output
of the processing algorithm. To a limited extent, the model
has been compared to archival experimental results with
good agreement.

Numerical results show how the communications perfor-
mance scales with the three principle parameters: the band-
width, the number of array elements, and the length of the
finite impulse response matched filters. In practice, each of
these parameters is controlled at a different stage in the pro-
cessing. The ratio of the bandwidth to the data rate is set at
the transmitter. The number of elements in the array is set at
the receiver. The stability of the intervening ocean effectively
dictates the length of the matched filter that is feasible. In
designing a communications system based on passive time
reversal, one could imagine making trade-offs between band-
width, array size, and the achievable filter length based on
local conditions. The numerical results also show that the
communications performance depends only weakly on the
details of the array geometry, at least for vertical arrays. This
suggests that a practical system might be designed using a
spatially compact array; it is not necessary for the receiving
array to span the water column. The analysis in this paper

has been limited to vertical arrays, but it should be straight-
forward to consider more general configurations.

The goal of this paper has been to develop a physics-
based model for uncompensated intersymbol interference in
a time-reversal equalizer. The simple model for the environ-
ment used in the numerical calculations was adequate for
testing the broader model and for predicting how perfor-
mance should scale with the principal parameters. A more
rigorous test would be to predict not just how the perfor-
mance scales but to predict the absolute performance level
that could be achieved at a particular site. To make these
predictions, it would be necessary to use a better model for
the environment. A better model for how the acoustic modes
attenuate would probably be needed as well. The effects of
ambient noise and reverberation could also be included. It is
hoped that the present work will prove useful in developing
a predictive model for communications system performance.
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The decomposition of the time-reversal operator provides information on the scattering medium. It
has been shown@Chambers and Gautesen, J. Acoust. Soc. Am.109, 2616–2624~2001!# that a small
spherical scatterer is in general associated with four eigenvalues and eigenvectors of the
time-reversal operator. In this paper, the 2D problem of scattering by an elastic cylinder, imbedded
in water, measured by a linear array of transducers is considered. In this case, the array response
matrix has three nonzero singular values. Experimental results are obtained with linear arrays of
transducers and for wires of different diameters smaller that the wavelength. It is shown how the
singular value distribution and the singular vectors depend on the elastic velocitiescL , cT , the
densityr of each wire, and on the densityr0 and velocityc0 of the surrounding fluid. These results
offer a new perspective towards solution of the inverse problem by determining more than scattering
contrast using conventional array processing like that used in medical ultrasonic imaging. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1811471#
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I. INTRODUCTION

The analysis of acoustic scattering is an important tool
for object identification. It has applications among nonde-
structive evaluation, medical imaging, or underwater acous-
tics. The DORT method is a new approach to scattering
analysis that was developed in 1994. It was derived from the
theoretical analysis of acoustic time-reversal mirror~TRM!
used in the pulse echo mode. DORT is the French acronym
for Décomposition de l’Ope´rateur de Retournement Tempo-
rel. It consists of the determination of the invariants of the
time-reversal operator~TRO!. It was applied to detection and
selective focusing through nonhomogeneous multiple targets
media.1,2 It has also been applied to nondestructive
evaluation,3 and characterization of a cylindrical shell
through the analysis of the circumferential Lamb modes.4

While the time-reversal mirror has been shown to be very
interesting for spatial and temporal focusing in shallow
water,5–7 the DORT method has also shown high potential
for highly resolved detection in a water waveguide.8–10 This
method applies to all type of linear waves and it appears to
be interesting for electromagnetic scattering and inverse
problem.11,12

For all these applications, a good understanding of the

invariants of the time-reversal operator is required. Some

experimental results obtained in a former study revealed the

multiplicity of the invariant of the time-reversal operator for

a rigid cylinder immersed in water.13 In the present paper, we

study these invariants for elastic cylinders theoretically and

experimentally. In Sec. II, we derive an expression for the

array response matrixK in two dimensions for the case of a
linear array and an elastic cylinder in a fluid medium. The
singular value decomposition~SVD! is applied toK to de-
termine the number of singular values generated by the cyl-
inder. For the particular case of low frequency~small cylin-
der!, analytic expressions for the singular values and singular
vectors are obtained and used to interpret the acoustic scat-
tering mechanism that generates each eigenstate of the time-
reversal operator. We use the approach found in recent analy-
ses of time reversal for spheres.14,15 We will develop the
theory for a discrete array at a single frequencyv and then
give the final results. In Sec. III, experimental results for thin
steel and nylon cylinders are described. It is shown that the
analysis of singular values and singular vectors of the trans-
fer matrixK offers the possibility to characterize cylinders of
subwavelength diameter.

a!Correspondence address: Lawrence Livermore National Laboratory, P.O.
Box 808, L-154, Livermore, CA 94551.
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II. THEORY

A. Reduced array response matrix for an isotropic
scatterer

First of all, an array ofN transmit–receive transducers
insonifying a static scattering medium is considered as a lin-
ear, time-invariant system ofN inputs andN outputs. It is
characterized at each frequencyv by the array response ma-
trix K ~v!. The matrixK* ~v!K ~v! is called the time-reversal
operator,1 TRO ~the notation* means complex conjugate!. Its
eigenvectors can be interpreted as invariants of the time-
reversal process.

As discussed in several papers,16 if the scattering me-
dium contains a single isotropic scatterer, the array response
matrix is easily written as the product of three elements:

~i! a propagation vector of sizeN31, written H, that
describes the transmission and the propagation from
the N transducers to the scatterer. The coefficientHi

of the vector corresponds to the Fourier transform of
the impulse response from transducer numberi to the
scatterer.

~ii ! a scattering coefficientc, which corresponds to the
reflectivity of the scatterer.

~iii ! a backpropagation vector which istH due to the reci-
procity principle. The notationt is used for the trans-
pose operation.

The array response matrix is then

K5Hc tH. ~1!

We see that in the case of a single isotropic scatterer,
things are very simple: the expression above provides di-
rectly the singular value decomposition~SVD! of K . In this
particular case, there is one nonzero singular valuec, and one
singular vectorH.

We now introduce a reduced array response matrix that
will be used in the following analysis. Assumingk0F@1,
whereF is the distance between the scatterer and the array,
andk0 is the wave number in water~Fig. 1!, we can use the
far-field form ~large argument! of the propagation Green’s
function in two dimensions in the expression for element
numberi of the propagation vector

Hi~v!5A 2

ipk0

eik0r i

Ar i

. ~2!

For that case, the 2D cylindrical Green’s function is the Han-
kel function. Note thatr i is the distance from the scatterer to
the transducer numberi. Each element of the array response
matrix is then

Ki j ~v!5p0

2

ipk0

eik0r i

Ar i

eik0r j

Ar j

c, ~3!

wherep0 is the amplitude of the pressure emitted by a trans-
ducer. We introduce the matrix of the phase termsT. It con-
tains theN phase elementeik0r i corresponding to the propa-
gation between the transducer numberi and the scatterer, i.e.,
a diagonal coefficient isTii 5eik0r i. T is unitary and diago-
nal. It is possible to write the array response matrix as

K ~v!5p0

2

ipk0
TK reduced~v!T. ~4!

An element of the reduced array response matrix is then
written

Ki j
reduced~v!5

c

Ar i r j

. ~5!

In the case of a single isotropic scatterer, this reduced
matrix is real and symmetrical. Thus, the singular value de-
composition is reduced to diagonalization. We shall see that
this reduction is always possible in the far-field approxima-
tion and we shall use it for simplicity in the case of aniso-
tropic scatterer.

B. Reduced array response matrix for an elastic
cylinder

The pressure field scattered by an elastic cylinder, even
for a small cylinder, is not isotropic. In far-field conditions,
the field scattered from a plane wave is given, in polar coor-
dinatesr andu, by a sum of partial waves18,19

Psca~r ,u!5p0A 2

ipk0r
eik0r (

n50

`

enRn cos~nu!, ~6!

whereRn are the scattering coefficients,u is the angle at the
origin between the field point and direction of the incident
plane wave, andr is the distance between the scatterer and
the field point ~Fig. 1!. The Neumann coefficients aree0

51 anden52 for n>1. As before, we have used the far-
field form of the field, replacing the Hankel functions with
their asymptotic expressions for large arguments. The scat-
tering coefficients are the coefficients found in Flaxet al.18

These are functions of the physical parameters of the cylin-
ders, densityr1 , radiusa, transverse and longitudinal wave
speeds (cT andcL), and the physicals parameters of the fluid
surrounding, velocityc0 and densityr0 .

Each term of the sum corresponds to a partial wave, or
normal mode. The first termR0 produces a monopole wave
that is circularly symmetric. The second term 2R1 cos(u)
produces a dipole partial wave, the third term 2R2 cos(2u) a
quadrupole partial wave, and so on. Thus, the values of the

FIG. 1. Geometry of the experiment:F is the distance between the elastic
cylinder and the array. The cylinder is perpendicular to the plane insonified
by theN-elements array.
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Rn coefficients determine the shape of the scattered field. Let
h denote the position along the axis of the array, withh i the
position of transducer numberi. The position vectors for
transducersi andj arer i5@h i

2F# andr j5@h j

2F#, with the angle

between them given by cos(wij)5(r i "r j )/r i r j5(F2

1h ih j )/r i r j . If the radiusa of the cylinder is much smaller
than the distance to the array (a!F), the field emitted from
transduceri is a plane wave at the cylinder, and the scattered
field received by transducerj will be given by Eq.~6! with
u5p2w i j . Using cos(nu)5(21)n cos(nwij), the reduced ar-
ray response matrix for the case of a single elastic scattering
cylinder can be written as

Ki j
reduced~v!5

1

Ar i r j
(
n50

`

enRn~21!n cos~nw i j !. ~7!

We notice that the expressions for the reduced array re-
sponse matrices for isotropic or anisotropic scatterers are
similar, in far-field conditions. We introduce the scattering
coefficientCi j equal to the sum(n50

` enRn(21)n cos(nwij),
whereCi j is an element of theN3N matrix C. Thus, the
general form for an element of the reduced array response
matrix is

Ki j
reduced~v!5

Ci j

Ar i r j

. ~8!

Note that the matrixC reduces to a scalarc in the case of an
isotropic scatterer. It is independent of the positions of the
transducersi andj with respect to the scatterer andK reducedis
rank 1. For the elastic cylinder,C is a matrix defined by the
infinite sum. The rank ofK reduceddepends on the number of
significantRn . We shall see that if onlyR0 andR1 are sig-
nificant,K reducedis rank 3.

C. Reduced array response matrix for a small elastic
cylinder

Though the sum is formally over an infinite number of
terms, the coefficients forn@k0a are exponentially small
and the sum can be truncated with little error.15 For the case
of a thin cylinder (k0a!1,kLa!1,kL5v/cL), the scattering
for n>2 can be ignored18 and the scattered pressure be-
comes

Psca~r j ,w i j !5p0A 2

ipk0r j
eik0r j S R022R1 cosw i j

1oS 2p
a

l D D . ~9!

The two first scattering coefficients are20

R05 i
pk0

2a2

4 S r0c0
2

r1~cL
22cT

2!
21D 5 i

pk0
2a2

4 S B0

l1m
21D ,

~10!

R152 i
pk0

2a2

4

r12r0

r11r0
. ~11!

In this approximation an element of the reduced scattering
matrix becomes~omitting the term2 i @pk0

2a2/4#)

Ki j
reduced~v!5

1

Ar i r j
S a1b

F21h ih j

r i r j
D . ~12!

The constantsa andb are20

a5S 12
B0

l1m D , b52
r12r0

r11r0
, ~13!

FIG. 2. Normal modes in polar coordinates and their projections onto the array: The normal modess, x, andy are orthogonal, whereas the projectionsws, wx,
andwy are not. The projected modesws andwx are symmetric around thex axis, whereaswy is antisymmetric.
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wherel andm are the Lame´ elastic constants of the cylinder,
and B0 is the bulk modulus~inverse of compressibility! of
the fluid. For a 2D-elastic medium, the bulk modulus isB
5l1m @B5l1(2/3)m for a 3D-elastic medium#. The term
proportional toa represents scattering by the compressibility
contrast. It produces a monopolar radiation pattern that is
circularly symmetric. The term proportional tob represents
scattering by the density contrast, which produces dipolar
radiation pattern~Fig. 2!.

D. Analysis of reduced array response matrix for a
small elastic cylinder

An element of the matrix can be rewritten as the sum of
three separable terms

Ki j
reduced5a

1

Ar i

1

Ar j

1b
F

r i
3/2

F

r j
3/2

1b
h i

r i
3/2

h j

r j
3/2

. ~14!

Let ws, wx, andwy be the three vectors which correspond to
the projection of the normal modes on the TRM~Fig. 2!. The
elements numberi of these vectors, corresponding to the
transducer numberi, are

ws~h i !5
1

r i
1/2

, wx~h i !5
F

r i
3/2

, wy~h i !5
h i

r i
3/2

. ~15!

We see thatK reduced5aws
tws1bwx

twx1bwy
twy, is the

sum of threeN3N matrices of rank 1 which implies that the
rank of K reducedis 3 as long asa andb are nonzero.

Whatever the emitted signal, the measurement of the
scattered field is a linear combination of these three projected
vectors. The array response matrix can then be expressed in
this new basis and the singular vectorsUi ( i51,2,3) are lin-
ear combinations of thewn ~n andm are used for the indexes
s, x, or y!, Ui5xsws1xxwx1xywy. We denoteWnm the sca-
lar product between the vectorswn and wm: Wnm

5^wnuwm&5( i 51
N wn( i )wm( i )5 twn"wm. In general, the

SVD of K reduces to solving for the eigenvalues and eigen-
vectors of a 333 matrix, expressed in the new basis of the
wn

F aWss aWsx aWsy

bWsx bWxx bWxy

bWsy bWxy bWyy

G F xs

xx

xy

G5lF xs

xx

xy

G . ~16!

If the position of the cylinder is symmetrical with respect to
the array, the matrix simplifies to

F aWss aWsx 0

bWsx bWxx 0

0 0 bWyy

G F xs

xx

xy

G5lF xs

xx

xy

G . ~17!

Thus, the reduced array response matrix for a thin cyl-
inder may have as many as three distinguishable singular
values and singular vectors. If the density contrastb is zero,
there is only one singular value. The interpretation of the

FIG. 3. The three singular vectorsU1, U2, andU3 are calculated analytically with the small cylinder approximation along the array~h coordinate!. Their
modulus are ploted for different distancesF between the scatterer and the array: 30 mm~--!, 50 mm~s!, and 80 mm~* !. The variations with the distance are
weak.

FIG. 4. Coefficients of normal modesenRn ~no dimension! versusk0a:
comparison between the exact value and the approximation for small objects
~only the two first coefficients are taken into account!. The approximation is
valid for k0a less than 0.5. In the case of steel~a!, the two coefficientsR0

and 2R1 are of the same order, whereas, in the case of nylon~b!, the second
coefficient 2R1 is small because of the small density contrast.
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singular values is analogous to that for the sphere studied by
Chambers and Gautesen.14 Three singular values are possible
because there are three independent scattering modes: a
monopole mode from the compressibility contrast, and two
dipole modes from the density contrast. The three singular
states of the array response matrix represent three orthogonal
combinations of the projected scattering modes.

If the aperture of the array is symmetric around thex
axis, the matrix elementsWsy andWxy are zero, and simple
analytic expressions can be found for the singular values

l1,35
1

2
~aWss1bWxx!

3S 16A124ab
WssWxx2Wsx

2

~aWss1bWxx!
2D , ~18!

l25bWyy . ~19!

SinceWssWxx>Wsx
2 by the Schwarz inequality, the quantity

under the radical is always positive14 and thus, the singular
values are real, as required. For our applications (WssWxx

2Wsx
2 )/(aWss1bWxx)

2!1, and we can approximate the
singular value numbers 1 and 3 as

l1
app'aWss1bWxx , ~20!

l3
app'ab

WssWxx2Wsx
2

aWss1bWxx
. ~21!

Note that the singular values are ordered:l1>l2>l3 . The
singular vectors can be written in terms of thewn

U1,35aWsxws1~l1,32aWss!wx, U25wy. ~22!

The two singular vectorsU1 and U3 are symmetric
around thex axis, while U2 is antisymmetric. Thus, for a
symmetric experiment, one singular state represents a dipole
oriented parallel to the array, while the other two are or-
thogonal combinations of the monopole and a dipole ori-
ented normal to the array~Fig. 3!.

III. EXPERIMENTAL RESULTS

Experiments have been carried out in a water tank on
two materials, steel and nylon, and for different cylinders of

FIG. 5. CoefficientsenRn ~no dimension! of the normal modes~logarithm
scale! for a steel cylinder of diameter 0.2 mm versus frequency between 0.5
and 3 MHz. The two first coefficientsR0 ~monopole! and 2R1 ~dipole! are
predominant in the frequency range. The third one, 2R2 ~quadrupole!, is
small and non-negligible for frequencies above 1 MHz. The small object
approximation is not valid for that case.

FIG. 6. Singular valuesln ~logarithm scale! for a steel cylinder of diameter
0.2 mm versus frequency:~a! theoretical, the first singular valuel1 varies
slowly in the frequency range. The ratiol2 /l1 lies between 1% and 3%;~b!
experimental: the first singular valuel1 is clearly measured. The second
one,l2 , and the noise are of same order~about 1%!.

FIG. 7. Modulus of the first singular vectoruU1u along the array at 1.5 MHz.
The difference between theory~continuous line! and experiment~* ! is due
to the reception level dispersion of the array elements.

TABLE I. Physical parameters of steel and nylon.

r ~g•cm23! cL (mm•ms21) cT (mm•ms21) a b b/a

Steel 7.8 5.75 3 0.99 1.55 1.56
Nylon 1.15 2.5 1.05 0.62 0.14 0.23
Water 1 1.48
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diameters between 0.2 and 0.5 mm. The transducer array has
96 elements with central frequency 1.5 MHz, and the array
pitch is 0.5 mm. For each experiment, the distanceF be-
tween the wire and the array is 50 mm. As the cylinder
diameters are less than half a wavelength, they have a low
scattering power. In order to get a reasonable signal to noise
ratio we used the Hadamard–Walsh basis to acquire the array
response matrix as explained by Fole´got et al.10 This emis-
sion basis is very convenient and, in principle, it increases
the signal level by a factor ofAN, N being the number of
elements. We also used chirps in order to use the whole
bandwidth of the transducers~0.9–2.5 MHz!.

The two first coefficients«nRn for steel and for nylon
are shown in Fig. 4. The exact value and the small object
approximation ofenRn are compared fork0a under 0.8. The
expression of approximate coefficients are

uR0uapp5
pk0

2a2

4
a, 2uR1uapp5

pk0
2a2

2
b. ~23!

The above parabolic approximation@terms are proportional
to (k0a)2] is valid for k0a lower than 0.5. For bigger values
of k0a the deviation increases. We also remark that in the
case of nylon, theb coefficient is small because of the small
density contrast~Table I!. The frequency band of our system
lies between 0.9 and 2.5 MHz, which corresponds to 0.4
,k0a,1.9. Thus, for the simulations of singular values and
vectors, the values ofenRn are calculated with the exact

formula given by Flaxet al.18 The physical parameters of the
cylinders are given in Table I. For comparison to experimen-
tal results, the simulation also takes into account the fre-
quency response on transmit and receive and the directivity
of each transducer element. The directivity has been mea-
sured with a needle probe, and taken into account in the
simulations.

A. Steel cylinder, diameter 0.2 mm, a quasi-isotropic
scatterer

The first experiment was carried out on the thinnest steel
cylinder ~diameter 0.2 mm!. The coefficients of the normal
modes«nRn for such a cylinder are shown~Fig. 5!. The two
first coefficientsR0 and 2R1 are predominant in the fre-
quency range. The third one, 2R2 , is small and the others are
negligible. We cannot consider that wire as a small object
because of the weight of the quadrupole term 2R2 . In Fig.
6~a!, we can see the theoretical singular values calculated for
the experimental geometry. The first singular valuel1 is pre-
dominant, the second onel2 is very small, and the others are
negligible. The ratiol2 /l1 lies between 1% and 3%, in the
frequency range@Fig. 6~a!#. In the experimental results the
second singular value represents the noise level and we can
see in Fig. 6~b! that the noise level is about 3% at the central
frequency. So, it is impossible to measure properly the sec-
ond singular vector.

As the theoretical first singular value varies slowly in the

FIG. 8. Results for steel 0.32 mm:~a! coefficients«nuRnu of normal modes~logarithm scale! versus frequency. The five first coefficients are taken into account
in the simulation;~b! simulated~with frequency response! and experimental singular valuesln ~logarithm scale! versus frequency. The experimental second
singular value is visible between 1.7 and 2.5 MHz; modulus of the first singular vectoruU1u ~c! and of the second singular vectoruU2u ~d! along the array at
2 MHz: theoretical~continuous line!, experimental~* !, and reception sensitivity corrected values~s!.
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frequency range, we choose to use this experiment to cali-
brate our system. The ratio between experimental and theo-
retical first singular values is used to characterize the fre-
quency response of the system. For the measurement on the
other cylinders, the theoretical singular values are multiplied
by this ratio to compare them to the experimental ones. We
also correct for element sensitivity variations in the array. As
we can see for the amplitude of the first singular vectorU1
~Fig. 7!, the reception sensitivity varies from one transducer
to another. At each frequency, we determine a correction fac-
tor from the experimental and theoretical first singular vec-
tors. For the other cylinders, this correction factor was ap-
plied frequency by frequency to the array response matrix
before computing the SVD.

B. Steel cylinder, diameter 0.32 mm

The second measurement has been carried out on a steel
cylinder of diameter 0.32 mm. As we can see in Fig. 8~a!, we
cannot consider the object as a small scatterer because of the
weight of the quadrupole term 2R2 . The good agreement
between the experimental and simulated first singular values
l1 shows that the frequency response obtained with the
smaller steel cylinder is acceptable@Fig. 8~b!#. Figure 8~c!
shows the first singular vectorU1. The experimental data~* !
show the same reception sensitivity variation as the case of
the first steel cylinder~Fig. 7!. The corrected data~0! are in
good agreement with the simulated singular vector. Thus, the

reception correction factor is also acceptable. Figure 8~b!
shows that the second experimental singular valuel2 is gen-
erally below the noise level. However, between 1.7 and 2.5,
it is clearly above noise, so that we can see the second ex-
perimental singular vectorU2 at 2 MHz @Fig. 8~d!#.

C. Nylon cylinder, diameter 0.24 mm

The next experiment was carried out on a nylon cylinder
of diameter 0.24 mm. We can see in Fig. 9~a! the coefficient
of normal modes. The dipole mode coefficient 2uR1u is very
small, due to the small density contrast. The quadrupole term
2uR2u has a peak at 2.1 MHz. The peak of the first simulated
singular value at 2.1 MHz corresponds to a combination of
the monopole, the symmetrical dipole, and quadrupole, the
quadrupole contribution being dominant@Fig. 9~b!#. The sec-
ond experimental singular valuel2 is clearly above the noise
level between 1.2 and 2.5 MHz. So, it is possible to calculate
the first two singular vectorsU1 andU2 @Figs. 9~c! and~d!#.
The reception correction is as efficient as for the steel
0.32-mm cylinder.

D. Nylon cylinder, diameter 0.35 mm

The next experiment was carried out on a nylon cylinder
of diameter 0.35 mm. We can see in Fig. 10~a! the coefficient
of normal modes. The dipole mode coefficient 2uR1u is still
very small, due to the small density contrast. The quadrupole
term 2uR2u has a peak at 1.52 MHz. The following term 2R3

FIG. 9. Results for nylon 0.24 mm:~a! coefficients«nuRnu of normal modes~logarithm scale! versus frequency;~b! simulated~with frequency response! and
experimental singular valuesln ~logarithm scale! versus frequency; modulus of the first singular vectoruU1u ~c! and of the second singular vectoruU2u ~d!
along the array at 2.1 MHz.
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is not negligible. The peak of the first simulated singular
value at 1.52 MHz corresponds to the quadrupole dominant
peak @Fig. 10~b!#. For the two nylon cylinders, that peak
corresponds to the same value ofk0a equal to 1.12. But, in
that case the peak lies in the middle of the frequency win-
dow. The difference between experimental and theoretical
peak levels is about 30%, and may be due to a dissipation
phenomenon, which is not taken into account in the theory.

We can see in Figs. 10~c! and ~d! that there is good
agreement between corrected and simulated values for the
first two singular vectorsU1 andU2. The third singular value
l3 is barely above noise around 1.2 MHz. We observe in Fig.
10~e! that the third singular vectoruU3u after correction is

still noisy, but has a reasonable shape. In Fig. 10~f!, we com-
pare the first singular vector for steel~0.32 mm! and nylon
~0.35 mm! at 1.5 MHz. The nylon vector is sharper than the
steel one because of the predominant weight of the quadru-
pole. The first singular vectorU1 is a combination of the
monopole, the symmetrical dipole, and quadrupole. In the
case of nylon at that frequency, the quadrupole contribution
is dominant.

E. Nylon cylinder, diameter 0.46 mm

The last experiment was carried out on a nylon cylinder
of diameter 0.46 mm. We can see in Fig. 11~a! the coefficient

FIG. 10. Results for nylon 0.35 mm:~a! coefficients«nuRnu of normal modes~logarithm scale! versus frequency;~b! simulated~with frequency response! and
experimental singular valuesln ~logarithm scale! versus frequency. The experimental third singular value is above noise around 1 and 2.5 MHz; modulus of
the first singular vectoruU1u ~c!, of the second singular vectoruU2u ~d! and of the third singular vectoruU3u ~e! along the array at 1.05 MHz;~f! comparison
of the modulus of the first singular vectoruU1u at 1.5 MHz, for a steel wire~0.32 mm:* ! and a nylon wire~0.35 mm:s!. Curves are normalized; maxima of
the vectors are equal to 1. For a equivalent diameter, the shape difference is due to the coefficients of normal modes. The nylon vector is sharper than the steel
one because of the predominant weight of the quadrupole.
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of normal modes. The dipole mode coefficient 2uR1u presents
a resonance at 2 MHz~p phase jump!. The quadrupole term
2uR2u has a peak at 1.14 MHz, corresponding tok0a equal to
1.12. The following term 2uR3u has a peak at 1.8 MHz. The
experimental singular values are in good agreement with
simulated ones@Fig. 11~b!#, except for the little peaks at 1.17
and 1.74 MHz. Again, the disagreement is probably due to
the dissipation phenomenon, which was not taken into ac-
count in the simulation.

We can see in Figs. 11~c!, ~d!, and~e! the three singular
vectorsU1, U2, andU3. There is a good agreement between
corrected and simulated values. The third singular valuel3

is barely above the noise at 1.9 MHz. Figure 12 shows the
first three singular valuesln for the three nylon wires versus
k0a. There is a good agreement between experiment and

FIG. 12. The first singular valuesln (n51,2,3) for the three nylon wires
are plotted versusk0a. Experimental values: 0.24-mm diameter wire~•!,
0.35-mm diameter wire~°!, 0.46-mm diameter wire~3!. Theoretical values:
first singular value~continuous line!, second singular value~dashed line!,
the third singular values~dotted line!. It appears that, if the material of the
cylinder is known, its diameter can be deduced from the singular values.

FIG. 11. Results for nylon 0.46 mm:~a! coefficients«nuRnu of normal modes~logarithm scale! versus frequency;~b! simulated~with frequency response! and
experimental singular valuesln ~logarithm scale! versus frequency. The experimental third singular value is above noise around 1.9 MHz; modulus of the first
singular vectoruU1u ~c!, of the second singular vectoruU2u ~d!, of the third singular vectoruU3u ~e! along the array at 1.9 MHz.
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simulation for the three wires. As the noise level is about 1%,
we can see that the second experimental singular value is
clearly measured fork0a above 1, and the third one is clearly
measured fork0a above 1.8. Furthermore, it appears that if
the material of the cylinder is known, its diameter can be
deduced from the singular values.

IV. CONCLUSION

Initially, the DORT method was used assuming a one-
to-one correspondence between point-like scatterers and sin-
gular vectors of the array response matrix. In Sec. II, we
have shown that a subwavelength elastic cylinder is associ-
ated with at least three singular vectors and singular values.
The singular vectors are a linear combination of normal
modes projected onto the array. These combinations are
given analytically in the small cylinder limit: the three sin-
gular vectors are a combination of the cylindrical mode and
two dipolar modes.

In Sec. III, this paper presents the first experimental re-
sults showing the multiple singular values for subwavelength
scatterers. Five different scatterers were compared at fre-
quencies between 0.9–2.5 MHz: a 0.2- and a 0.32-mm steel
cylinder and 0.24-, 0.35-, and 0.46-mm nylon cylinders. Ex-
perimental results are in good agreement with theory when
several normal modes were taken into account. Different be-
haviors of nylon and steel are clearly shown. For the steel
cylinders, the second eigenvalue was much smaller than the
first and contributed little to the scattering. For the nylon
cylinders, the second eigenvalue was significant but was gen-
erated by a combination of the monopole and quadrupole
terms. The dipole term was negligible since the density con-
trast was small. These results show how the material proper-
ties of the cylinder affect the decomposition of the TRO.
This opens a new approach to target characterization and the
inverse problem based on the analysis of the TRO.
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Multipath arrivals at a receiving sensor are frequently encountered in many signal-processing areas,
including sonar, radar, and communication problems. In underwater acoustics, numerous approaches
to source localization, geoacoustic inversion, and tomography rely on accurate multipath arrival
extraction. A novel method for estimation of time delays and amplitudes of arrivals with maximum
a posteriori~MAP! estimation is presented here. MAP estimation is optimal if appropriate statistical
models are selected for the data; implementation, requiring maximization of a multidimensional
function, is computationally demanding. Gibbs sampling is proposed as an efficient means for
estimating necessary posterior probability distributions, bypassing analytical calculations. The
Gibbs sampler includes as unknowns time delays, amplitudes, noise variance, and number of
arrivals. Through Monte Carlo simulations, the method is shown to have a performance very close
to that of analytical MAP estimation. The method is also shown to be superior to
expectation-maximization, which is often applied to time-delay estimation. The Gibbs sampling
approach is demonstrated to be more informative than other time-delay estimation methods,
providing complete posterior distributions compared to just point estimates; the distributions capture
the uncertainty in the problem, presenting likely values of the unknowns that are different from
simple point estimates. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1847894#

PACS numbers: 43.60.Pt, 43.60.Jn@AIT # Pages: 799–808

I. INTRODUCTION

In underwater acoustics, matched-field processing
approaches1,2 are frequently employed for the estimation of
the source location of a sound-emitting source. Such meth-
ods produce estimates by numerically calculating the full
acoustic field to obtain a measure of correlation between the
computed field~replica! and received data; they are inher-
ently dependent on assumptions necessary for the acoustic
field computations.

A good match and, consequently, accurate estimates, be-
tween full replica and true fields are difficult to attain. Even
when uncertainty on environmental factors is integrated in
matched-field methods, as is often the case, when the propa-
gation medium is complex and challenging to mathemati-
cally describe, the task is challenging. Under such circum-
stances, simple approaches that do not rely on full-field
calculations can be implemented with excellent results. Such
approaches depend on identification of individual arrivals
~paths! in the received field. Source location, bottom depth,
sediment depths, and sound-speed information can be ex-
tracted from the arrival times of these paths. The amplitudes
of the arrivals provide information on geoacoustic properties
of the sediments. In Refs. 3–11, it has been shown that ar-
rival information can be employed for efficient and accurate
source and receiver localization and tracking and environ-
mental parameter estimation. The quality of the estimates,

however, is interwoven with the quality of time-delay-and
amplitude estimation of the explored arrivals. It is, therefore,
of great interest to develop methods for the extraction of
accurate information on distinct arrivals. In a noisy received
time series, however, arrival time differences between dis-
tinct paths and corresponding amplitudes can be difficult to
identify.

A matched filter between source waveform and received
time series is the simplest time-delay-and amplitude estima-
tion approach, but suboptimal, especially for closely spaced
arrivals.12 Many other methods, several focusing on high-
resolution approaches, have been presented in the literature.
~For a thorough presentation of different methods and appli-
cations, the reader is referred to Refs. 13, 14.!

In this work interest is on multipath propagation of de-
terministic signals. As shown in Ref. 12, an optimal ap-
proach for time-delay-and amplitude estimation is maximi-
zation of the posterior probability distribution function of
delays and amplitudes. This maximization, given the ob-
served data, leads to an analytical expression for amplitudes;
using those estimates, time delays can be obtained by iden-
tifying the maximum of anM-dimensional function, where
M is the~known! number of paths at the receiver.12 WhenM
is large, these calculations can become a computationally
cumbersome task.

A simpler method, which also requiresM-dimensional
optimization and approximates maximuma posteriori
~MAP! estimation, has been proposed in Ref. 15. Approxi-
mate maximum likelihood approaches have been proposed in
Refs. 16, 17. Simulated annealing as a tool for optimization
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of the time-delay estimation problem was suggested in Ref.
18.

To reduce the computational requirements of MAP esti-
mation of time delays and amplitudes, expectation-
maximization~EM! has been implemented.19,20 EM is an ef-
ficient way of maximizing log likelihoods~equivalent under
certain assumptions to posterior probability distributions!,
when the exact likelihood function is difficult to compute. A
drawback is that EM is a hill-climbing algorithm, generally
converging tolocal maxima.

Here, we propose implementation of a MAP approach
for time delay and amplitude estimation using Gibbs sam-
pling for the efficient computation of full, joint posterior
distributions.21 The method was first introduced in Ref. 22
and is in this paper evaluated and studied in terms of con-
vergence. Results from this approach are compared to esti-
mates obtained with the analytical maximuma posteriori
approach, which is feasible to implement whenM is small
and the exhaustive search over time delays for distribution
maximization is manageable.

Section II discusses the derivation of the joint posterior
probability distribution of time delays and amplitudes, and
what is entailed in its maximization. Section III introduces
Gibbs sampling and derives conditional marginal distribu-
tions of the unknown parameters necessary for the operation
of the Gibbs sampler for time-delay-and amplitude estima-
tion. Section IV presents a performance evaluation of the
Gibbs sampling approach, comparing it to the analytical
MAP method. Section V evaluates the novel approach
through a comparison to EM. Section VI discusses the case
of an unknown number of arrivals. Section VII addresses
convergence issues for the Gibbs sampler. Section VIII pre-
sents Gibbs sampling estimates obtained for arrival times
and amplitudes in a realistic ocean environment. Conclusions
are presented in Sec. IX.

II. THE ANALYTICAL MAXIMUM A POSTERIORI
ESTIMATOR

Estimates of unknown parameters of a statistical model
can be obtained through the maximization of the posterior
probability distribution of these parameters, given the ob-
served data and quantitatively described prior knowledge.
Assuming a received signalr (n), consisting ofM multipaths
s(n2ni) @wheres(n) is the transmitted signal# and noise in
a nondispersive medium, we can write

r ~n!5(
i 51

M

ais~n2ni !1w~n!, ~1!

wheren51,...,N ~N is the duration of the received signal!, ai

is the amplitude of theith path, andni is the arrival time of
the ith path. Quantityw(n) is additive, white, normally dis-
tributed noise with zero mean and variances2. It is assumed
that the number of arrivals is known. Initially, it is also as-
sumed thats2 is known as well. The amplitudes are real
numbers~positive or negative, the sign indicating polarity of
the arrivals!. The assumption of lack of dispersion is reason-
able for moderately high frequencies in many underwater
environments. When significant dispersion is present, the

model of Eq.~1! would not be adequate for delay and am-
plitude estimation.18

One might assume that prior information is available for
the arrival amplitudes. For example, in multipath propaga-
tion, the paths that undergo multiple reflections off the
boundaries are attenuated; an exponential decay model might
be a suitable representation for the amplitudes. However, any
such model does not always describe sufficiently the prob-
lem at hand. When source and receiver are at the same depth,
for example, some paths arrive simultaneously. The two si-
multaneous arrivals appear as a single arrival with a doubled
amplitude, which is larger than that of the preceding arrival;
a model of decay would then be unsuitable. Here, to avoid
erroneous assumptions, we consider no prior information on
the amplitudes. We assign to them uniform, improper prior
distributions23

p~ai !51, 2`,ai,`, i 51,...,M . ~2!

We set uniform priors for the delays

p~ni !5
1

N
, 1<ni<N, i 51,...,M . ~3!

We can write the posterior probability distribution func-
tion of all amplitudes and delays (ni andai for i 51,...,M ) as
follows:

p~n1 ,n2 ,...,nM ,a1 ,a2 ,...,aMur ~n!!5K
1

NM

1

~A2p!NsN

3expS 2
1

2s2 (
n51

N S r ~n!2(
i 51

M

ais~n2ni !D 2D . ~4!

Quantity K is a constant. Also (1/NM)@1/(A2p)NsN# is a
constant, being independent of all unknowns. All constants
can be consolidated into one; Eq.~4! becomes

p~n1 ,n2 ,...,nM ,a1 ,a2 ,...,aMur ~n!!

5C expS 2
1

2s2 (
n51

N S r ~n!2(
i 51

M

ais~n2ni !D 2D . ~5!

Once the joint posterior distribution of all unknowns is
described, MAP estimates of those parameters can be ob-
tained through its maximization. Maximizing the distribution
in Eq. ~5! over the unknown amplitudes and delays is equiva-
lent to maximization of the likelihood function of Eq.~5! in
Ref. 12 in the discrete case. This problem seems to require a
search in a 23M -dimensional space. As shown in Ref. 12,
however, amplitude estimates can be analytically obtained,
and subsequently a search in anM-dimensional space is re-
quired for delay estimation.

In order to justify results that will follow, it is here es-
sential to point out what is involved in the maximum likeli-
hood ~or MAP, in this case! amplitude-and time-delay esti-
mation. By obtaining derivatives of the likelihood function
with respect to amplitudes and borrowing notation from Ref.
12, we can write

A5L21f, ~6!
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where A5@a1 a2 ...aM#T, f5@f1 f2 ...fM#T, f i

5(n51
N s(n2ni)r (n), andi 51,...,M . Matrix L is defined as

L5S l11 l12 ¯ l1M

l21 l22 ¯ l2M

• • • •

• • • •

lM1 lM2 ¯ lMM

D , ~7!

wherel i j 5(n51
N s(n2ni)s(n2nj ), i 51,...,M , j 51,...,M .

Estimates for the time delays can be subsequently ob-
tained by maximizing over time delays function
f (n1 ,n2 ,...,nM), where

f ~n1 ,n2 ,...,nM !5fTL21f. ~8!

For a problem involvingM arrivals, the estimation pro-
cess involves a search in anM-dimensional space.

III. BUILDING THE GIBBS SAMPLER

Gibbs sampling is an iterative Monte Carlo sampling
process where realizations from a joint distribution are ob-
tained by cycling through conditional distributions that are
typically easier to sample from than the joint distribution.21

The first step is to derive the necessary conditional distribu-
tions. This will be achieved using the distributions of Sec. II;
the analysis of Sec. II is now extended to include noise vari-
ance as an unknown.

A noninformative prior distribution is considered for the
variance as in Ref. 24

p~s2!}
1

s2
, ~9!

typical of a variable taking only positive values. Including
the prior for the unknown variance, and consolidating con-
stants, the joint posterior distribution is as follows:

p~n1 ,n2 ,...,nM ,a1 ,a2 ,...,aM ,s2ur ~n!!

5C
1

sN12
expS 2

1

2s2 (
n51

N S r ~n!2(
i 51

M

ais~n2ni !D 2D .

~10!

The conditional posterior distribution for the variance is
identified as an inversex2 distribution

p~s2un1 ,n2 ...,nM ,a1 ,a2 ...,aM ,r ~n!!

}
1

sN12
expS 2

1

2s2 (
n51

N S r ~n!2(
i 51

M

ais~n2ni !D 2D .

~11!

Samples from such a distribution can be drawn readily.
From the joint posterior function of Eq.~10!, the mar-

ginal posterior probability distributions for time delays and
amplitudes of arrivals are obtained. Assuming that all ampli-
tudesaj , j 51,...,M and j Þ i , and delaysnk , k51,...,M are
known, we can derive the following conditional distribution
for amplitudeai :

pS aiUn1 ,n2 ,...,nM ,a1 ,a2 ,...,aM ,s2,r ~n!

5C
1

sN12
expS 2

1

2s2 S ai2S (
n51

N

r ~n!s~n2ni !

2 (
j 51~ j Þ i !

M

ajs~n2ni !s~n2nj !D D 2D . ~12!

The argument of the exponential of Eq.~12! reveals a normal
distribution for amplitudeai with mean

S (
n51

N

r ~n!s~n2ni !2 (
j 51~ j Þ i !

M

ajs~n2ni !s~n2nj !D ,

and variances2.
The marginal posterior distributions for delaysni , i

51,...,M , are obtained on a grid~between 1 andN with unit
spacing, whereN is the length of the received sequence!.
Using the distribution of Eq.~10!, the conditional posterior
distribution ofni for known aj , j 51,...,M , nk , k51,...,M ,
kÞ i , ands2 is

p~ni un1 ,n2 ...,nM ,a1 ,a2 ...,aM ,s2,r ~n!!

5G expS 2
1

2s2 (
n51

N S r ~n!2(
i 51

M

ais~n2ni !D 2D . ~13!

The conditional distributions derived above will be used as
building blocks in the Gibbs sampler for the estimation of
the posterior probability distribution of time delays and am-
plitudes.

In the present context we are concerned with obtaining
the joint posterior distribution for amplitudesai , time delays
ni , i 51...,M , and variances2. Conditional on all time de-
lays and amplitudes of the arrivals as well as noise variance,
the marginal conditional posterior distribution of each ampli-
tude is analytically tractable in a closed form as shown in Eq.
~12!. So is the marginal conditional posterior distribution of
s2 @Eq. ~11!#. The marginal posterior distributions for time
delays are not analytically tractable; we thus proceed with a
grid-based approximation using the distributions of Eq.~13!
~griddy Gibbs25!.

Gibbs sampling begins with a set of initial conditions for
all 2M11 unknown parameters (ai andni , i 51,...,M , and
s2). The process as implemented here first draws a sample
from the inversex2 distribution of Eq.~11!; this is the new,
updated value of the variance for the first iteration. Subse-
quently, a sample is drawn from the normal marginal condi-
tional posterior ofa1 @Eq. ~12!#. Given the new values ofs2,
a1 , and the initial values fora3 ,...,aM , n1 , n2 ,...,nM , a
sample is then drawn in the same way fora2 . We continue
this procedure, drawing samples for all unknown parameters
from their respective marginal conditional posterior distribu-
tions. For a large number of iterations, the obtained sample
sequences eventually converge to the true joint posterior dis-
tribution of s2, ai , andni , i 51,...,M .21,26,27
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IV. PERFORMANCE EVALUATION

To evaluate the proposed Gibbs sampling MAP ap-
proach, a two-arrival problem was simulated. The Gibbs
sampler was evaluated through a comparison to the analyti-
cal calculation of the maximum of the joint posterior distri-
bution. The transmitted signals(n) for the simulations is
shown in Fig. 1. The first arrival time~delay! n1 was always
considered to be at the 50th sample. The second arrival time
n2 varied between the 52nd and 160th sample. Amplitudes
a1 and a2 were always 100 and290, respectively. The
evaluation was performed for 200 noisy data realizations.
The initial conditions were 10 and 20 for the two arrival
times; the initial condition for both amplitudes was 30. The
initial value for s2 was 0.05. In most cases the Gibbs sam-
pler was run for 5000 iterations~this issue will be revisited in
a subsequent section!.

Figures 2 and 3 present errors for time delays and am-
plitudes, respectively, for noise variances250.01ir s(n)i2

@where r s(n)5( i 51
M ais(n2ni)] as obtained from the ana-

lytical MAP estimator~solid line with ‘‘s’’ ! and the Gibbs
sampler~solid line with ‘‘1’’ !. Delay error errored was cal-
culated as

ed5A~1/2!~( j 51
200 ~ n̂1 j2n1!2/2001( i 5 j

200~ n̂2 j2n2!2/200!.

Delays 1 and 2 are denoted byn1 andn2 , respectively; quan-
tities n̂ j 1 and n̂ j 2 denote the estimates obtained from thejth
realization forn1 andn2 . Similarly, the amplitude errorea is
calculated as

ea5A~1/2!~( j 51
200 ~ â1 j2a1!2/2001( j 51

200 ~ â2 j2a2!2/200!.

Here,a1 anda2 stand for the first and second amplitude;â1 j

and â2 j are the estimates fora1 anda2 obtained for thejth
realization.

The results were initially surprising; the Gibbs sampler
appears to outperform the analytical processor, yielding
smaller errors for both delays and amplitudes. The analytical
MAP process was seen as a benchmark for good perfor-
mance. The Gibbs sampler, estimating the posterior distribu-
tion that the analytical processor maximizes, was expected to
approach the performance of that but not to exceed it~as,
theoretically, it cannot!. Equations~6! and ~8! reveal the
source of the discrepancy. These equations make use of ma-
trix inversion for calculation of the estimates; when the ma-
trix has a large condition number, the estimation becomes
less robust with highly varying results from one case to the
next ~large variance in the estimates!. As a consequence of
the lack of stability, some estimates are affected more than
others.

The analytical processing was repeated using diagonal
loading for matrixL. Diagonal loading stabilizes the inver-
sion and, consequently, estimation of time delays and ampli-
tudes; it reduces the variance in the estimates but also intro-
duces biases.28 The new ~with loading! analytical MAP
estimates are shown in Figs. 2 and 3 with dashed lines; the
results show a very good agreement between the analytical
MAP process and the Gibbs sampling approximation to the
analytical approach. A practically important result is that,
because the Gibbs sampler does not make use of any matrix

FIG. 1. Transmitted signal.

FIG. 2. Delay errored for the analytical processor~without and with diag-
onal loading! and the Gibbs sampler as a function of the second arrival time:
s250.01ir s(n)i2.

FIG. 3. Amplitude errorea for the analytical processor~without and with
diagonal loading! and the Gibbs sampler as a function of the second arrival
time: s250.01ir s(n)i2.
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inversions, it does not suffer from instabilities. The compara-
tively large delay and amplitude errors observed in both sets
of results for delay spacings less than 30 samples are attrib-
uted to the difficulty of both processors in resolving the
closely spaced arrivals.

Simulations were also run for noise variances2

50.05ir s(n)i2. Figures 4 and 5 present the delay and am-
plitude results for the analytical MAP processor without and
with loading and the Gibbs sampler. Again, substantial vari-
ance characterizes the analytically obtained results. A closer
match between the two processors is achieved with diagonal
loading for matrixL; especially in the case of time delays,
the two processors perform very similarly. It should be
pointed out here that the variance of the analytical processor
estimates~and, consequently, the error! is artificially reduced
with the loading process.

V. GIBBS SAMPLING VS
EXPECTATION-MAXIMIZATION

To circumvent the calculations required for the analyti-
cal MAP ~or maximum-likelihood! process, Feder and Wein-
stein applied the EM method for time delay and amplitude
estimation.20 The method, being elegant and fast, became an
important tool for time-delay estimation.

EM is a two-step process: starting from randomly picked
initial values for the unknown parameters, the expectation of
the log likelihood is formed~expectation step!. The expecta-
tion is, subsequently, maximized~maximization step! over
the unknowns, and estimates of those are produced. The two-
step procedure is repeated for a few iterations~typically, less
than ten! until convergence to a maximum is achieved. This
maximum, however, could be a local extremum, since, in
many cases, likelihood functions~and posterior distributions!
are multimodal. EM performs a local search and the esti-
mates critically depend on the initial conditions. As dis-
cussed in Ref. 20, it is imperative that the process is run with
several sets of initial conditions for inferences to be made on
whether convergence to the global maximum has been
achieved.

Tables I and II present the medians of time-delay-and
amplitude estimates, respectively, from 200 realizations for
one of the examined cases. For the estimation we used ana-
lytical MAP estimation~with diagonal loading!, the proposed
Gibbs sampler, and EM. Gibbs sampling and EM required
selection of initial conditions. For both methods and all runs
the same initial conditions were selected: 10 and 20 for the
two delays, and 30 and 30 for the two amplitudes. The ana-
lytical processor and Gibbs sampling estimates are very
close to the true values both in delay and amplitude. The
poor EM performance, although startling at first sight, is not
surprising. As mentioned earlier in the paper, EM is a local,
hill-climbing technique, its performance highly dependent on
initial conditions. All results reported in the previous section
were generated with a single set of initial conditions. For EM
to explore the search space more globally, as mentioned pre-
viously, it is recommended that several sets of initial condi-
tions be employed and the process applied several times.

FIG. 4. Delay errored for the analytical processor~without and with diag-
onal loading! and the Gibbs sampler as a function of the second arrival time:
s250.05ir s(n)i2.

FIG. 5. Amplitude errorea for the analytical processor~without and with
diagonal loading! and the Gibbs sampler as a function of the second arrival
time: s250.05ir s(n)i2.

TABLE I. Medians of delay estimates from 200 realizations for the analyti-
cal MAP method, Gibbs sampling~GS!, and EM for noise variances2

50.01ir s(n)i2.

True
delay Anal. MAP GS EM

50 50 50 50
80 80 80 51

TABLE II. Medians of amplitude estimates from 200 realizations for the
analytical MAP method, Gibbs sampling~GS!, and EM for noise variance
s250.01ir s(n)i2.

True
amplitude Anal. MAP GS EM

100 101.13 102.72 54.21
290 292.50 295.43 54.37
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When such an approach is followed, EM typically gives
good results in time-delay estimation.

To illustrate this point, we selected a single noisy real-
ization for the two-arrival case. We performed time-delay-
and amplitude estimation for this realization employing EM
for 100 different sets of randomly selected initial conditions.
At the same time, we applied the Gibbs sampler to the same
realization with the same set of initial conditions. The true
delays were at 50 and 80; the amplitudes were 100 and290.
The Gibbs sampler results, regardless of the initial condi-
tions, yielded MAP estimates very close to the true values;
those are shown in Figs. 6 and 7, demonstrating small devia-
tions. Figure 8 shows samples drawn by the Gibbs sampler
for the second amplitude vs iteration for two different initial
conditions. The samples differ during the first few iterations
but concentrate around the value of290 after approximately
40 iterations in both cases.

Figures 9 and 10 show scatter plots of EM time-delay-
and amplitude estimates for the first and second arrivals for
the different initial conditions. The boxes in the plots dem-

onstrate areas around the true parameter values. Only 14 sets
of estimates fall inside the boxes~within 10 units of the true
delays and 20 units of the true amplitudes!.

A further test demonstrated a weakness of EM for
closely spaced arrivals, which was not present in Gibbs sam-
pling. A case with arrivals at samples 50 and 52 was se-
lected; the amplitudes were 100 and290. Initial conditions
for EM were set at 49 and 53 for delays and 110 and280 for
amplitudes~all very close to the true values!. EM was run on
one noisy realization for 100 iterations. The delay estimates
did not change from the initial conditions~49 and 53!. The
EM amplitude estimates versus iteration are shown in Fig.
11. The figure demonstrates that there is a divergence in the
amplitude estimates; as the iterations progress, the amplitude
estimates deviate further away from the true values. Such
behavior is not present in EM results obtained for delays

FIG. 6. Scatter plot for delays obtained via Gibbs sampling for 100 different
initial conditions.

FIG. 7. Scatter plot for amplitudes obtained via Gibbs sampling for 100
different initial conditions.

FIG. 8. Samples for the second amplitude drawn by the Gibbs sampler for
two sets of initial conditions.

FIG. 9. Scatter plot for delays obtained via EM for 100 different initial
conditions.
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with wider separation. Figure 12 shows EM amplitude esti-
mates vs iteration for a case with delays at 50 and 80; true
amplitudes were 100 and290. Initial conditions were 49 and
83 for delays, and 110 and280 for amplitudes. The ampli-
tudes converged within less than ten iterations to values 101
and 286 ~the delays stabilized to values 48 and 82 in one
iteration!. The divergence issue for the closely spaced arriv-
als did not appear in the Gibbs sampling results.

EM and several other methods applied to the task of
time delay and amplitude estimation yield point estimates
~single values!, while the Gibbs sampler provides estimates
of full posterior probability distributions of the parameters.
These are particularly useful since they include a substantial
amount of information that is naturally absent from point
estimates; point estimates do not offer insight into variance
structure or multimodality, which would explain the vulner-

ability of point estimators in finding a global maximum.
As an example, Fig. 13 illustrates the two-dimensional

posterior probability distributions over~a! delay 1 and am-
plitude 1 and~b! delay 2 and amplitude 2 for a two-arrival
problem. The true arrival times are at samples 50 and 80; the
true amplitudes are 100 and290. Initial conditions for both
amplitudes were set at 30; initial conditions for delays 1 and
2 were 10 and 20, respectively. Noise variance was equal to
0.05ir s(n)i2. The Gibbs sampler gives the following esti-
mates: 44 for the first delay, 100 for the first amplitude, 193
for the second delay, and 82 for the second amplitude. Al-
though the first arrival is quite accurately characterized, the
second arrival is erroneously estimated; concentration of
probability around the erroneous set of values for the second
arrival is an artifact generated by the presence of noise.
However, observing Fig. 13~b!, we can see that there is sig-
nificant probability concentration around the correct values
of 80 and290 ~corresponding to delay and amplitude! for
the second arrival. Thus, although in terms of point estimates
the second arrival is not correctly recovered by the Gibbs

FIG. 10. Scatter plot for amplitudes obtained via EM for 100 different initial
conditions.

FIG. 11. EM: Amplitudes vs iteration for closely spaced arrivals~at samples
50 and 52!.

FIG. 12. EM: Amplitudes vs iteration for arrivals at samples 50 and 80.

FIG. 13. Estimated posterior probability distributions of time delays and
amplitudes via Gibbs sampling:~a! first arrival; ~b! second arrival.
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sampler ~or other point estimators!, the uncertainty intro-
duced by the second peak of the posterior distribution
strongly suggests that an alternative set of estimates may be
relevant, and that further exploration is necessary for a better
identification of the second arrival.

VI. UNKNOWN NUMBER OF ARRIVALS

In the preceding section, the number of arrivals was as-
sumed known and equal to two. Typically, there is no precise
information on the number of arrivals, which depends on the
propagation medium. Here, the assumption of a known ar-
rival number is relaxed; along with the amplitudes, delays,
and noise variance, the number of arrivals is estimated.

According to the analysis presented in this paper, the
joint probability distribution we have so far estimated with
Gibbs sampling is in reality a conditional distribution, con-
ditioning being on the number of arrivalsM:
p(a1 ,...,aM ,n1 ,...,nM ,s2ur (n),M ). Following the Baye-
sian paradigm, a prior distribution can be specified forM. In
the absence of specific information onM, we select a uni-
form prior

p~M !5
1

M22M111
, M1<M<M2 , ~14!

whereM1 and M2 are lower and upper bounds for the ex-
pected arrival number.

For the uniform prior of Eq.~14!, estimation of the num-
ber of arrivals,M, can be achieved using the Schwartz–
Rissanen criterion for model selection.29 According to the
criterion,M is chosen in order to minimize

2 log p~r ~n!uâi~ i 51,...,M !,n̂i~ i 51,...,M !,ŝ2!

52
1

2s2 (
n51

N S r ~n!2(
i 51

M

âis~n2n̂i !
2D

2M log~N!, ~15!

whereN is the length of the received signal, andâi andn̂i are
the amplitude and delay estimates, respectively, obtained
from the Gibbs sampler for a selected value ofM between
M1 and M2 ; ŝ2 is the estimate of the unknown variance.
The Schwartz–Rissanen criterion uses estimates of ampli-
tudes, delays, and variance to eventually calculateM. The
criterion can be suitably altered in case of priors forM other
than the uniform of Eq.~14!.

Two hundred runs were generated to test the estimation
of the number of arrivals; the variance was set to
0.01ir s(n)i2. Three arrivals were present~at samples 50, 75,
and 150 with amplitudes 100,280, and 60, respectively!.
Using prior knowledge, it was assumed thatM could vary
between 2 and 5. Using the Schwartz–Rissanen criterion,M
was estimated correctly to be three 138 out of the 200 times.

VII. CONVERGENCE OF THE GIBBS SAMPLER

There is not a straightforward manner with which to
choose an optimal number of samples necessary for the
Gibbs sampler to converge. Monitoring convergence is a
topic of open research. Several approaches are recommended

for testing the convergence of the estimated distribution to
the true joint posterior.21 In this work, the Gibbs sampler was
originally tested by initializing the process with different pa-
rameter values. This is a standard procedure used to test
convergence of Monte Carlo methods in general.21,30 As
shown in Sec. V~Figs. 6 and 7!, the Gibbs sampler results
were insensitive to initial conditions, indicating convergence
of the process to the true posterior distribution.

Running several parallel Gibbs samplers initialized in
different ways is an effective monitor for convergence but is
computationally demanding. As an alternative convergence
test, we monitored the modes of the marginal posterior dis-
tributions of the parameters~which can be readily calculated
from the Gibbs sampling results27 for a single set of initial
conditions. Table III demonstrates the process for a three-
arrival problem. The table includes modes for the distribu-
tions of the three amplitudes~true values: 100,280, 60! for
groups of 1000 iterations. The modes for the first two ampli-
tudes vary significantly for different groups of iterations up
to iteration 6000. Following that, the modes stabilize close to
100 and 285. After stabilization has been observed, the
Gibbs sampler is stopped.

It was observed that, as expected, the number of neces-
sary iterations for convergence increased with the number of
arrivals M. The necessary number of iterations increased
with noise variance as well. A closed-form relationship, how-
ever, relating convergence and factors affecting the estima-
tion process was not derived. For the two arrival problem
that we investigated in Sec. IV, we found that 5000 iterations
were adequate for most realizations.

VIII. TIME-DELAY-AND AMPLITUDE ESTIMATION IN A
REALISTIC ENVIRONMENT

To further validate the Gibbs sampling approach and
simulate a realistic underwater propagation problem, we gen-
erated synthetic signals at two receiving hydrophones. The
source signal, asinc waveform with frequency content be-
tween 500 and 900 Hz, propagated in a shallow-water wave-
guide. The sampling rate was 2 kHz. The source was located
at 55 m in depth; the receivers were 300 m away from the
source, with two phones placed at 10 and 70 m in depth. The
sound-speed profile in the 200-m-deep water column was an
isovelocity one set at 1482 m/s. A sketch of the environment,
which is similar to that of the Haro Strait experiment,10 is
shown in Fig. 14.

TABLE III. Modes of the posterior distributions for amplitudes vs iteration
groups.

Iterations a1 a2 a3

1 001–2 000 455 2405 75
2 001–3 000 135 2125 75
3 001–4 000 395 2475 75
4 001–5 000 1175 21175 75
5 001–6 000 1255 21215 75
6 001–7 000 85 275 65
7 001–8 000 95 285 65
8 001–9 000 105 285 65
9 001–10 000 95 285 65
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Time series were generated at the two receiving phones
using a broadband normal-mode approach.31 Under the as-
sumptions underlying the simulations experiment, two paths
~direct and surface reflection! are observed at the two receiv-
ers~other arrivals are severely attenuated and hardly present
at the selected phone depths!. Figure 15 presents the two
noise-free received time series. The same time axis is used
for both time series. We assume that the source instant is
unknown ~as is usually the case!; we are, thus, estimating
arrival times relative to an arbitrarily selected initial timet
50 and are actually interested in relative arrival times be-
tween distinct paths. The two paths~direct and surface re-
flection! overlap at the first phone and are visibly separated
at the second phone. For the assumed isovelocity profile and
the source–receiver geometry, sound is expected to arrive at
the top receiver in 0.2047 s. The surface reflection is ex-
pected at 0.2071 s. The difference between the two arrival
times for the first phone is 0.0024 s or, equivalently, 5
samples for a 2-kHz sampling rate. For the second phone, the
two arrival times are calculated as 0.2027 and 0.2193 s for
the direct and surface paths, respectively, corresponding to
an arrival time difference of 33 samples.

A set of 200 noisy realizations was then generated for

each phone for noise variance of 0.01ir s(n)i2, wherer s(n)
was the noise-free time series. The Gibbs sampler was ap-
plied to the noisy data for the estimation of the two arrival
times and amplitudes for each phone~the number of arrivals
was assumed known!. Initial conditions were set to samples
10 and 20 for the two arrival times, and to 30 for both am-
plitudes. It should be emphasized that the time series were
generated using a normal-mode model, while the estimation
process models the time series via Eq.~1!. The estimates for
delays and amplitudes are given in Tables IV and V, respec-
tively; time series 1 is the time series at the top receiver~10
m in depth! and time series 2 is that corresponding to the
receiver at 70 m in depth. The time-delay estimates of Table
IV show an excellent match with our previous calculations;
the two arrival times differ by 4 samples~our calculation was
5!, and the two arrival times for the second time series differ
by 33 samples~our calculation was 33!. Taking into account
the very close arrivals in time series 1 and the problems
typically encountered when paths are close in time, the
Gibbs sampler offers excellent estimates of the delays~and
delay differences!. The amplitudes~Table V! also seem to
follow expectations; the direct arrival and surface reflection
are found to have opposite polarities for both time series. A
larger standard deviation in the amplitude of the second ar-
rival of time series 1 is likely the result of trying to resolve
two overlapping paths.

IX. CONCLUSIONS

A novel approach for time-delay-and amplitude estima-
tion in multipath environments was presented. The technique
estimates joint posterior distributions using Gibbs sampling;
once an estimate of the posterior distribution of time delays
and amplitudes is available, its maximum yields estimates
for the unknowns. The proposed method differs from other
approaches typically used in time-delay estimation in that, in
addition to point estimates, it offers full posterior distribu-
tions for the parameters of interest. Those distributions could
potentially highlight information~such as a missed arrival!,
which would have otherwise remained obscure.

The method performs well compared to the analytical
MAP estimator. It is also stable with respect to initial condi-

FIG. 14. The propagation environment.

FIG. 15. Received times series at two vertically separated phones at a hori-
zontal distance of 300 m from a sound source. The phones are placed at
depths of~a! 10 m and~b! 70 m.

TABLE IV. Medians and standard deviations of Gibbs sampling delay esti-
mates from 200 realizations for the two time series generated for an ocean
environment.

Time series 1
median

Times series 1
st. dev.

Time series 2
median

Time series 2
st. dev.

80 1.53 75 0.24
84 0.58 108 5.06

TABLE V. Medians and standard deviations of Gibbs sampling amplitude
estimates from 200 realizations for the two time series generated for an
ocean environment.

Time series 1
median

Times series 1
st. dev.

Time series 2
median

Time series 2
st. dev.

4.46 1.73 3.94 1.40
20.25 4.68 21.82 2.18
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tions and is not adversely affected in the case of closely
spaced arrivals. Convergence is monitored through an exami-
nation of the stability of statistics~modes, in our case! of
marginal posterior distributions.
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An enhanced simulated annealing algorithm is used to invert sparsely sampled seismic data
collected with sonobuoys to obtain seafloor geoacoustic properties at two littoral marine
environments as well as for a synthetic data set. Inversion of field data from a 750-m water-depth
site using a water-gun sound source found a good solution which included a pronounced subbottom
reflector after 6483 iterations over seven variables. Field data from a 250-m water-depth site using
an air-gun source required 35 421 iterations for a good inversion solution because 30 variables had
to be solved for, including the shot-to-receiver offsets. The sonobuoy derived compressional wave
velocity–depth (Vp-Z) models compare favorably withVp-Z models derived from nearby,
high-quality, multichannel seismic data. There are, however, substantial differences between
seafloor reflection coefficients calculated from field models and seafloor reflection coefficients based
on commonly usedVp regression curves~gradients!. Reflection loss is higher at one field site and
lower at the other than predicted from commonly usedVp gradients for terrigenous sediments. In
addition, there are strong effects on reflection loss due to the subseafloor interfaces that are also not
predicted byVp gradients. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1850405#

PACS numbers: 43.60.Pt, 43.30.Ma@RAS# Pages: 809–817

I. INTRODUCTION AND FIELD DATA

The purpose of the sonobuoy-based data collection pro-
cedure and modified simulated annealing~SA! inversion
technique described here is to rapidly determine seafloor
geoacoustic parameters, primarily subbottom layer thick-
nesses and compressional wave velocities, using inexpensive
and easily deployed equipment from ships and~potentially!
aircraft. The modified SA inversion technique has been pre-
viously used by Wood and Lindwall~1996! on high-
frequency normal-incidence acoustic profiles of the seafloor,
by Lindwall et al. ~1995! on deep-tow multichannel seismic
data, and by Lindwall~1995! on normal-incidence acoustic
profiles, deep-tow multichannel data, and simulated seismic
refraction data.

Data preparation for the inversion used a series ofFOR-

TRAN and Seismic Unix~SU; Cohen and Stockwell, 2003!
programs. Shot-to-receiver offsets were calculated from the
direct wave arrival time at the receivers, which we first
picked automatically and then adjusted manually. Accurate
measurements of the water sound velocity, water depth, and
source and receiver depths were made in the field when pos-
sible; however, if these environmental variables are poorly
known, they must be included in the inversion calculation,
making computation times much greater.

The modified SA inversion is first applied to synthetic
data and then to two sets of field data. Inverting synthetic
data tests the inversion algorithm, since the earth model is
known exactly and the data can be generated at any desired

quality. The field data were collected in the STRATA FOR-
mation on Margins~STRATAFORM! area near the mouth of
the Eel River in California~Fig. 1!. The STRATAFORM
program is a coordinated multi-investigator study of
continental-margin stratigraphy initiated by the Office of Na-
val Research~Nittrouer, 1999!. This area was selected as the
West Coast STRATAFORM site because of the high rate of
sediment deposition. Extensive shallow geological and geoa-
coustic studies have been done here~Nittrouer, 1999! as well
as two multichannel seismic exploration surveys~C.
Fulthorpe, personal communication, 1997; J. Yun, personal
communication, 1997; Yunet al., 1999!. The geological
studies only cover the upper few meters of sediment, while
the multichannel seismic surveys penetrated approximately
the same 200- to 300-m depths as reached in this sonobuoy
study.

The quality of the field data presented here is low in
terms of amplitude dynamic range, frequency bandwidth,
and spatial sampling, but that is the main challenge for this
inversion application. Our original plan was to collect and
invert data from a few receivers and sources at each location,
but the plan changed to inverting data from a single receiver
and multiple sources. We deployed six to ten sonobuoys at
each site and shot to them during two or three passes from
the ship. The field data had too many variables to allow an
inversion using data from several sonobuoys simultaneously.
Each sonobuoy had a different sensitivity and, given the lim-
ited dynamic ranges of the buoys, each had a different recov-
ery response from the direct water-wave signal. Correcting
for each receiver response as well as solving for each
sonobuoy and shot position in three dimensions would add aa!Electronic mail: lindwall@nrlssc.navy.mil
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large number of additional variables to the inversion prob-
lem. Continued development of our inversion algorithm will
eventually allow the use of multiple sonobuoy recordings,

but here, we limit our effort to the level of difficulty of
multiple shots to a single sonobuoy.

U.S. Navy AN/SSQ-57B ambient-noise sonobuoys were

FIG. 1. Location map for the field data. Both field sites are located in the West Coast STRATAFORM area, which is on the sediment fan of the Eel River.
There have been extensive coring studies, acoustic seafloor classification surveys, and seismic exploration surveys in this area. The first site has a water depth
of 750 m and the second site has a depth of 250 m. The ship tracks were parallel to the isobaths. The data from these two sites~out of eight! were the deepest
and shallowest sites where we had good data.
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deployed from a ship while steaming along an isobath, firing
an acoustic source~water gun or air gun! every 30 s. The
sonobuoys employ a calibrated omnidirectional hydrophone
set for a depth of 18 m. The telemetered hydrophone signals
were received at the ship by a U.S. Navy ARR-72 16-
channel sonobuoy receiver. The acoustic signals were digi-
tized and stored on tape for the full audio bandwidth of the
buoys ~20 kHz! and later filtered and downsampled to a
2-kHz sample rate for processing and analysis. An additional
audio channel on the data acquisition system recorded ‘‘shot
time’’ data from a microphone located near the stern of the
ship. Start times for processing of the sonobuoy arrivals were
determined from the microphone signal. Sonobuoy deploy-
ment and shot locations were tagged with differential GPS
positions for an initial estimate of offset distances.

II. INVERSION METHOD

The rapid inversion method described here is adapted
from the SA method. The original SA algorithm is by Me-
tropolis et al. ~1953!, who used it to describe atoms in ther-
mal equilibrium. Kirkpatricket al. ~1983! showed how SA
can be used as a method for multivariate optimization, i.e.,
inversion. Basu and Frazer~1990! first applied SA inversion
to velocity estimations from seismic waveform data, with
later developments by Sen and Stoffa~1991!. The very fast
simulated annealing~VFSA! modification of Ingber~1989!
accelerates convergence by progressively focusing the model
search space onto the better-fitting solutions. The SA algo-
rithm used in this study is an extension of all of these meth-
ods.

SA inversion uses synthetic data from a forward-
modeling algorithm and an evolutionary test criterion, the
cost or objective function, to determine the best-fitting physi-
cal model~environmental parameters! for a given data set.
SA inversion is used in cases where the physical model can-
not be directly determined from the data and the model space
is too complex for the best solution to be found by moving
by iterative improvement from a random starting solution. To
calculate the synthetic data for this study, we used a ray-trace
code with a one-dimensional environmental model that in-
cludes shear wave conversion losses, but does not include
compressional wave multiples or the sea-surface reflections
~Chapman, 1976; Cervenyet al., 1977!. This forward algo-
rithm was chosen because it is extremely fast relative to full
wave-field methods, such as reflectivity~Fuchs and Mu¨ller,
1971!, used by Lindwall~1995! and Wood and Lindwall
~1996!.

The SA algorithm used here has the option of using a
different temperature~or convergence criteria! for each layer
in the earth model. By using lower temperatures for the up-
per layers, the model parameters for these layers can be fit
before fitting the lower layers. This is similar to the tech-
nique of ‘‘layer stripping’’ ~Slotnick, 1950!. The upper lay-
ers, especially the seafloor, usually give stronger reflections
than lower layers. Fitting the stronger features from the up-
per layers is usually easy and can be done quickly. With the
upper structure constrained, the lower model parameters are
easier to fit. The second significant new option is for fitting
the waveform envelope rather than the waveforms. Fitting

the waveform envelope greatly smoothes the residual func-
tion, particularly for high-frequency and limited bandwidth
signals, making the inversion much faster~Wood and Lind-
wall, 1996!.

III. VP MODELING OF SHELF SEDIMENTS

The first inversion example uses synthetic data@Fig.
2~a!# from an environmental model having 15 layers with six
variables for each layer. These variables are: thickness, den-
sity, compressional wave velocity (Vp), shear wave velocity
(Vs), compressional attenuation, and shear attenuation. The
search was done only overVp and layer thickness for the
upper three sediment layers in order to reduce computation
time. All other model variables were set to their true values.
Within a limited time~877 iterations! the inversion found the
solution shown in Fig. 2~d!. The residual amplitude@Fig.
2~c!# is less than 10% of the data amplitude. This first inver-
sion solution fit the waveforms well, since we used the same
forward algorithm to calculate both the synthetic data and the
inversion solutions. The field data waveforms were con-
verted to envelopes to minimize problems with sea-surface
reflections, source signal deconvolution, and receiver re-
sponse.

The first of the marine data sets@Fig. 3~a!# was collected
from a 750-m water-depth site~Fig. 1! using a water-gun
sound source. The water gun produced a very sharp impulse,
so we did not need to use source deconvolution. The data
were smoothed with a 50-Hz low-pass filter~from the 2-kHz
sample rate! to allow for simpler models and an easier inver-
sion at the expense of spatial resolution. Source-to-receiver
offsets were carefully determined from the unfiltered~to re-
tain resolution! direct wave arrival times. We fit the envelope
rather than the waveform, since the forward-modeling algo-
rithm does not include important parts of the waveform in
the calculation, specifically the sea-surface multiples and in-
terbed multiples from the detailed structures near each of the
major interfaces. Fitting the waveform envelope allows for a
much faster inversion with nearly the same precision as a full
waveform fit~Wood and Lindwall, 1996!. The residual from
the inversion solution shown has 51% of the amplitude of a
random solution, which we feel is a good result for field data.
Sen and Stoffa~1991! achieved a correlation of about 0.5
while inverting synthetic data with 30% noise and came very
close to the true model. When Sen and Stoffa~1991! inverted
field data, their highest correlation was 0.759. This inversion
used 6483 iterations and took 32 min on a Sun SPARC 10.

Only two features in the data from the first site@Fig.
3~a!# were modeled, the seafloor reflection and a subsurface
reflection about 0.2 s after the seafloor reflection. The seaf-
loor depth, as determined by the inversion fit of the reflection
hyperbola, is 756 m deep and the water velocity is 1.498
km/s. TheVp of the upper sediments is 1.538 km/s. The
subsurface reflector interface is 147 m below the seafloor
with a Vp of 1.558 km/s below that horizon. TheVp of the
lower sediment is poorly constrained since only the relative
amplitude of the reflection is known, and that value is depen-
dent on the unknown density contrast as well asVp . Vp

measurements from nearby multichannel seismic lines~C.
Fulthorpe, personal communication, 1997; J. Yun, personal
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communication, 1997! have similar subbottom velocities
@Fig. 3~d!#. The MCS data are adjusted so that the seafloor
depth is the same as our SA inversion solution. The sediment
Vp determined from the sonobuoy data is equal to the lowest
value obtained from the MCS data, and all but one of the
MCS profiles show a significant reflector within 50 m of the
depth of the reflection horizon identified by the SA inversion.
Most of the MCS data came from a 168-channel, 2.5-km-
long streamer which collected higher quality data than the
sonobuoys used for the SA inversion.

We tested the reliability of the ray-traced synthetics by
calculating reflectivity synthetics for the final solution, and
also tested the sensitivity of the solution to shear wave ve-
locity @Figs. 3~e! and ~f!#. The lower reflection in the ray-
traced synthetics has a cutoff at about 0.8 km that is not
present in the reflectivity synthetics. The synthetics from the
high Vs model has a slightly weaker seafloor reflection at the
larger offsets than the lowVs calculations. Considering the
level of noise in the data@Fig. 3~a!#, we do not believe that
the inversion is sensitive to the shear wave velocities. The
reliability of the SA inversion using sonobuoy data is also
supported by the overall agreement between the sonobuoy-
derived and the MCS-derivedVp models.

A second field data set was collected at a shallower site
~;250-m water depth, Fig. 1! using an 82-ml air-gun source.
The air gun produces a lower frequency signal and has a
narrower bandwidth than the water gun used at the 750-m-
depth site. Source-to-receiver offsets were initially deter-
mined from the direct water wave arrival times, but these
were not accurate enough for a good inversion. It was nec-
essary to include the offsets as inversion variables, adding 20
variables to the existing 10 model variables. Solving for 30
rather than 10 variables means not only that each sweep
~once through all variables! takes three times as many calcu-
lations, but the cooling process must also be done much
more slowly. There have been no studies of how many more
iterations are needed for each new variable added to an in-
version, but experience suggests that it is a power law rather
than linear function. This third inversion case used 35 421
iterations for 30 variables, while the data inversion for the
750-m site required 6483 iterations for 7 variables. Again,
we fit the envelope rather than the waveform. The lower
frequency of the air-gun signal reduced some of the compli-
cations of having a limited bandwidth and the lack of surface
reflections in the synthetic calculations. The shallower water
depth at this site complicates the analysis, since the seafloor

FIG. 2. Synthetic data~a! calculated using a realistic marine sediment model are inverted using simulated annealing~SA! to find a good fit with limited
computational resources~877 iterations and 110 min on a Sun SPARC10!. The solution synthetic is in panel~b! for comparison. The residual~a!–~b! is shown
in ~c! and has only 9.6% of the amplitude of the data~summed over the time window!, demonstrating that the fit is very good. Panel~d! compares the known
physical model~solid line! to the inversion solution~long dashes!. The velocity search window was from 1.5 to 2.5 km/s and the layer thickness window was
633% of the true value. A commonly used curve for terrigenous sediments~Hamilton, 1980! is shown for comparison~short dashes!.
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and subbottom reflections are perilously close to the direct
arrivals which saturated the sonobuoy receivers. Sonobuoy
data do not have the correct amplitudes or waveforms when
they are saturated, and the sonobuoy electronics take several

tenths of a second to recover. The distorted amplitudes of the
seafloor reflections and the overlapping, decaying direct sig-
nal make reliable inversions more difficult.

Features in the data modeled for the 250-m-depth site

FIG. 3. Inversion of field data collected in the Eel River STRATAFORM area at a water depth of 756 m. The field data@panel~a!# shows the seafloor reflection
as the large-amplitude reflection ranging from 1.0 s reduced time at 0.1 km to 0.75 s at 0.95 km. The subseafloor reflector noted in the text appears in~a! at
1.2 s at 0.1 km and decreases rapidly in amplitude with increasing offset. Synthetic data using the solution model determined by the simulated annealing ~SA!
inversion~6483 iterations and 32 min on a Sun SPARC10! is in panel~b! for comparison. The residual~a!–~b! is shown in panel~c! and has 51% of the
amplitude of a random solution. Panel~d! compares the compressional wave (Vp) inversion solution~thick line! to Vp determined from several high-resolution
multichannel seismic~MCS! data~thin lines! collected at nearby sites and adjusted so that the seafloor depths are the same. The SA inversion solution is
identical to the lowest MCS solution~the two lines are superimposed down to 905 m!, and three other MCS sites have a similar reflector between 900- and
920-m depth. This approximate agreement with the MCS data indicates that the SA inversion gives reliable results. The gray area in panel~d! covers the search
range for theVp and depth variables used by the SA algorithm. A commonly used curve for terrigenous sediments~Hamilton, 1980! is shown for comparison
~dashed line!. Synthetic sections calculated using reflectivity are shown in panels~e! and~f!. The synthetic data in panel~f! were made with a high shear wave
velocity and have a relatively weaker seafloor reflection at the larger offsets than the lowVs calculation. Using the reflectivity code for the inversion is not
practical, since one forward iteration took 93 s largely due to the very fine sampling required over the wave number to avoid aliasing at the smallest offsets.
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@Fig. 4~a!# include a complex seafloor reflection and a sub-
surface reflection arriving about 0.04 s after the seafloor re-
flection. The inversion solution gives a seafloor depth of 245
m and a water sound velocity of 1.482 km/s~from the seaf-

loor reflection hyperbola!. The measuredVp of the first 9 m
of sediment is 1.573 km/s and 1.612 km/s for the underlying
43-m-thick layer. TheVp below this is modeled at 1.618
km/s, but this value is poorly constrained because it is based

FIG. 4. Inversion of field data collected in the Eel River STRATAFORM area at a water depth of 245 m. The field data are shown in panel~a!. The SA
inversion solution used 35 421 iterations and took 9.6 h on a Sun SPARC10. The solution synthetic is in panel~b! for comparison. The residual~a!–~b! is
shown in panel~c! and has 80% of the amplitude of a random solution. The first 0.15 s of the data~a! are muted because the sonobuoy electronics were
saturated by the direct wave. The very high amplitudes for the first 0.1 s in~b! is the direct wave as calculated by the synthetic program. Panel~d! compares
the inversion solution~thick line! to velocities determined from several high-resolution multichannel seismic~MCS! data~thin lines! collected nearby and
adjusted so that the seafloor depths correspond. TheVp values for the upper 150 m of sediment from the SA inversion are in the middle of the MCS derived
values, indicating a reliable result from the inversion. The prominent reflector in the MCS data at a depth range of 380–440 m is obscured in the sonobuoy
data by the sea-surface multiple and so is not modeled in the SA inversion. The gray area in panel~d! covers the search range for theVp and depth variables
used by the SA algorithm. A commonly used curve for terrigenous sediments~Hamilton, 1980! is shown for comparison~dashed line!. Synthetic sections
calculated using reflectivity are shown in panels~e! and~f!. Using the reflectivity code for the inversion is not practical, since one forward iteration took 142
s largely due to the very fine sampling required over the wave number to avoid aliasing at the smallest offsets.
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on amplitude rather than a well-developed reflection hyper-
bola.Vp models from nearby multichannel seismic lines~C.
Fulthorpe, personal communication, 1997; J. Yun, personal
communication, 1997! have similar subbottomVp values
@Fig. 4~d!#. The MCS data are adjusted so that the seafloor
depth is the same as the SA inversion solution. Our sediment
Vp measurements are in the middle of the multichannel seis-
mic ~MCS! measured values for the upper 100 m. All of the
MCS data show a significant interface at the 400–440-m-
depth range, but the reflection arrival times are the same as
the seafloor reflection multiple in the sonobuoy data so it is
not visible. The SA inversion solution is consistent with the
MCS data.

We again tested the reliability of the ray-traced synthet-
ics by calculating reflectivity synthetics for the final solution,
and also tested the sensitivity of the solution to shear wave
velocity @Figs. 4~e! and~f!#. There is a slight decrease in the
strength of the seafloor reflection at the larger reflections.
Considering the level of noise in the data@Fig. 4~a!#, we
don’t believe that the inversion is sensitive to the shear wave
velocities.

IV. DISCUSSION

Each of the three data sets presented in this paper has a
set of issues critical for a successful inversion. Perhaps the
most important factor for all three data sets is which portion
~i.e., frequency band, waveform, or envelope! of the data to
model. Other issues, which are detailed below, are of differ-
ing importance to inverting each data set and include which
forward code to use, measuring offsets, and sonobuoy limi-
tations. Last, we discuss the advantages of using field mea-
surements of subbottom velocities rather than velocities from
regression curves fit to a data base.

Selecting the portion of the data to use for an inversion
involves more than just selecting the appropriate time and
offset windows. For an efficient inversion, it is essential to
simplify the data so that it contains only information neces-
sary for the model fit. Simplifying the data means removing
not just noise and unwanted data, but reducing the resolution
of the data to an optimal level. The inversion algorithm used
here fits a synthetic waveform to a data waveform. The data
can be filtered to a desired frequency band or converted to
the waveform envelope by calculating the quadrature trace
using a Hilbert transform. Using the envelope as the wave-
form reduces the resolution from the wavelength of the sig-
nal to the size of the wavelet.

For a forward code, we chose a fast, simple ray-tracing
method ~ray1D! over more accurate but slower methods.
Ray1D does not include surface multiples. The sea surface is
a nearly perfect reflector, so for shallow receivers or sources,
the surface multiples will be as strong as the primary. An
inversion with a forward code that does not include surface
reflections will try to solve for these multiples as part of the
seafloor reflection response and will put strong interfaces
where none exist. This effect was minimized by using the
envelope which combines the sea-surface reflections with di-
rect waves into a positive low-frequency signal~Wood and
Lindwall, 1996!. This approach worked because the sources
and receivers were close enough to the surface so that the

multiples were within the envelope of the primary arrivals. A
future version of ray1D will include sea-surface reflections.

Ray1D can be further enhanced with the addition of dip
and gradients as model variables. Inclusion of dip is straight-
forward in ray-trace forward codes and allows running field
lines at any azimuth, thereby reducing the logistics of the
field experiment. The data used in this demonstration were
acquired along strike~parallel to bathymetry lines!, a restric-
tion that need not remain in future versions of this inversion
code. Velocity and density gradients are also straightforward
to include in ray-trace codes and are commonly observed
over the scales of the layer thicknesses that we modeled at
our two sites. Each new aspect, dips and gradients, adds
more variables to the inversion problem as well as compli-
cates the forward calculation.

The offsets between source and receivers must be mea-
sured to within half a wavelength~1 m for the data shown
here! for accurate inversions, and these offsets must be de-
termined from the data itself using the direct wave. The di-
rect wave is not a simple pulse but a complex waveform that
changes due to complex paths through the water and the
nonlinear response of the sonobuoys to the overly strong
signals. The sonobuoy’s nonlinear overload response is a sig-
nificant limitation. For these reasons, the direct wave re-
sponse changes enormously with offset, so the offsets cannot
be measured by picking the peak amplitude or the first swing
in the signal. For these experiments, the offsets were manu-
ally picked for the final offsets~first site! or for the initial
model ~second site!. Future processing can be enhanced by
measuring the offsets by cross correlating the direct waves
over a moving window that follows the moveout~arrival
time change due to changing offset! hyperbola.

The sonobuoys limited our resolution, minimum depth,
and minimum offsets because of their high sensitivity and
limited dynamic range. Saturating the amplifiers and trans-
mitters in the buoys was avoided by using weak sources at
the small offsets. As it was, the direct arrival waves saturated
the buoys for over 0.1 s@the muted zone in Fig. 4~a!#. This
recovery time limits the minimum water depth in which use-
ful geoacoustic measurements can be made with sonobuoys
of this type. Although we collected data at several other sites
down to as little as 90-m depth, the 250-m site was the shal-
lowest where we obtained useful data. At shallower sites, the
seafloor reflection arrivals overlapped with the recovery from
the direct wave. Using an even weaker source to lessen the
saturation problem would reduce the signal strength to below
the noise levels. The sensitivities of several sonobuoys were
reduced by inserting modified amplifiers attenuated by 25
dB; but, these sonobuoys were either unreliable or not sen-
sitive enough to detect the subbottom reflectors. Ideal
sonobuoys would have enough dynamic range so that larger
sources such as SUS charges could be used even at small
offsets. If sonobuoys were improved only by having a faster
recovery from saturation, these experiments could be done in
shallower water.

The advantage of making field measurements for pre-
dicting the acoustic response of the seafloor is shown by
comparing our discontinuous velocity–depth functions with
curves calculated from Table IV~for terrigenous sediments!
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of Hamilton ~1980! @Figs. 3~d! and 4~d!#. Hamilton fit a
smooth polynomial curve throughVp values from 20 sites.
The measurements from the two field sites may be approxi-
mately consistent with Hamilton’sVp values, but the time to
reflector depth is underpredicted by Hamilton’s curve at the
750-m site by 0.066 s~more than 3% error! and overpre-
dicted at the 250-m site by 0.005 s~more than 7% error!.
Also, discrete reflectors and discontinuousVp–depth func-
tions dominate the geoacoustic responses at these two sites.
Figure 5 compares reflection coefficients calculated from

Hamilton’s Vp regression fit~a! with measured velocities at
the 750-m water depth site~b! and at the 250-m water depth
site ~c!. Hamilton’s regression curve has a 1.511-km/sVp at
the seafloor while the measuredVp is 1.538 km/s at the
750-m site and 1.565 km/s at the 250-m site with a 1.60-km/s
layer only 8.7 m below the seafloor. This difference inVp ,
although small, increased the maximum angle for less than
2-dB reflection loss from 2 deg to nearly 20 deg~at 200 Hz!
at the 250-m site. Both field sites are over terrigenous sedi-
ments, yet have markedly different reflection coefficients
than those calculated from Hamilton’s curve. This shows the
advantage of using measured layerVp values rather than an
averagedVp curve for a general sediment type. Hamilton’s
Vp–depth curves are useful for estimating the two-way travel
time to reflectors, but the layered structure in the measured
models causes complex interference structures in the reflec-
tion loss plots that are not predicted by Hamilton’s smooth
Vp regression fit.

V. SUMMARY

Two sonobuoy refraction lines collected at the Eel River
STRATAFORM site were inverted for layer thicknesses and
Vp using a modified simulated annealing~SA! algorithm.
This SA inversion algorithm is robust and has been used on
other, diverse geoacoustic data sets. Each SA inversion ap-
plication requires modifications and additions to the old al-
gorithm to either make the inversion achievable or practical.
For these inversions we used a very fast ray-tracing code for
the forward model, fit the envelope of the waveforms, and
solved for seven variables at one site and 30 at the second
site.

The inversion solutions forVp and layer thicknesses
compare favorably with measurements from nearby multi-
channel seismic lines. Although theVp values here are con-
sistent with Hamilton’s~1980! regression curve fit for terrig-
enous sediments, our stratified seafloorVp models have
significantly different acoustic responses than Hamilton’s
gradients; thus, field tests are necessary for good site-specific
acoustic predictions.
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FIG. 5. These three images compare reflection coefficients calculated using
the compressional wave velocity regression curve of Hamilton~1980! for
terrigenous sediments~a! and the measured velocities from the 750-m water-
depth site~b! and the 250-m water-depth site~c!. Both sites are over terrig-
enous sediments yet have markedly different reflection coefficients than
Hamilton’s curve. This show the usefulness of using measured layer veloci-
ties instead of an average velocity function for a general sediment. The
different Vp at the seafloor~1.538 km/s for 750 m, 1.573 km/s for 250 m,
and 1.511 from Hamilton’s regression curve! cause higher grazing angles for
nearly perfect reflections in the measured models. The layered structure in
the measured models also causes complex interference structures in the
reflection loss plots.
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Simultaneous recording of stimulus-frequency and distortion-
product otoacoustic emission input–output functions in
human earsa)

Kim S. Schairerb) and Douglas H. Keefe
Center for Hearing Research, Boys Town National Research Hospital, 555 N. 30th Street, Omaha,
Nebraska 68131
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Stimulus frequency otoacoustic emission~SFOAE! input–output~I/O! functions were elicited in
normal-hearing adults using unequal-frequency primaries in equal-level and fixed-suppressor level
(Ls) conditions. Responses were repeatable and similar across a range of primary frequency ratios
in the fixed-Ls condition. In comparison to equal-frequency primary conditions@Schairer,
Fitzpatrick, and Keefe, J. Acoust. Soc. Am.114, 944–966~2003!#, the unequal-frequency, fixed-Ls

condition appears to be more useful for characterizing SFOAE response growth and relating it to
basilar-membrane response growth, and for testing the ability to predict audiometric thresholds.
Simultaneously recorded distortion-product OAE~DPOAE! I/O functions had higher thresholds
than SFOAE I/O functions, and they identified the onset of the nonlinear-distortion mechanism in
SFOAEs. DPOAE threshold often corresponded to nonmonotonicities in SFOAE I/O functions. This
suggests that the level-dependent nonmonotonicities and associated phase shifts in SFOAE I/O
functions were due to varying degrees of cancellation of two sources of SFOAE, such as coherent
reflection and distortion mechanisms. Level-dependent noise was observed on-band~at the
frequencies of the stimuli! but not off-band, or in the DPOAEs. The variability was observed in ears
with normal hearing and ears with cochlear implants. In general, these results indicate the source of
the variability is biological, possibly from within the middle ear. ©2005 Acoustical Society of
America. @DOI: 10.1121/1.1850341#

PACS numbers: 43.64.Jb, 43.64.Ri, 43.64.Kc@BLM # Pages: 818–832

I. INTRODUCTION

Cochlear-mechanical response growth in normal mam-
malian ears~for a review of cochlear mechanics, see Robles
and Ruggero, 2001! has a compressive nonlinearity, with
nearly linear growth at low stimulus levels and more com-
pressive growth at moderate stimulus levels. This character-
ization is mainly derived from basilar-membrane~BM! and
auditory-nerve input–output~I/O! functions ~i.e., response
level as a function of stimulus level! recorded in animals.
Nonlinear response growth is spatially localized, at least at
higher frequencies, such that only responses to frequencies
near the characteristic frequency~CF, or place from which
recordings are being made! grow nonlinearly with stimulus
level. Responses to frequencies remote from CF grow more
linearly with stimulus level. The nonlinearity is attributed to
outer hair cell~OHC! function, is present in normal-hearing
ears, and is decreased or absent in ears with hearing loss,
presumably due to OHC loss. This compressive nonlinearity
produces the large dynamic range of hearing in normal ears,
and is thought to be involved in perceptual phenomena such
as loudness growth, intensity discrimination, and forward

masking~for reviews of cochlear compression effects on au-
ditory perception, see Moore and Oxenham, 1998; Oxenham
and Bacon, 2003!.

However, BM response growth measurements are inva-
sive, and cannot be performed in human ears. Attempts have
been made to relate a noninvasive measure of cochlear func-
tion, otoacoustic emissions~OAE!, to the compressive non-
linearity of the cochlear mechanics and to its perceptual con-
sequences in humans~e.g., Buuset al., 2001; Neelyet al.,
2003; Schaireret al., 2003!. Several studies characterize dis-
tortion product OAE~DPOAE! I/O functions and response
growth in normal-hearing human ears~Boege and Janssen,
2002; e.g., Buuset al., 2001; Dornet al., 2001; Gorgaet al.,
2002; Gorgaet al., 1994; Kummeret al., 1998; Lonsbury-
Martin et al., 1990; Whiteheadet al., 1995!, while one study
systematically characterizes stimulus frequency OAEs
~SFOAE! I/O functions in a large group of normal-hearing
human ears~Schaireret al., 2003!. SFOAEs may provide a
more frequency-specific response than DPOAEs, and may be
easier to relate to BM I/O measurements and perceptual phe-
nomena.

SFOAEs are recorded at the frequency (f p) of a probe
stimulus presented at levelLp in the presence of a suppressor
stimulus of frequencyf s and levelLs . SFOAEs can be elic-
ited with f s5 f p or with f s / f p ratios close to 1, and with
variousLs to Lp relationships, for example, equal level, or
fixed Ls with Lp varied~Schaireret al., 2003!. In that study,
it was demonstrated that whenf s5 f p in a fixed-Ls condition,
the noise or variability of the response associated with the

a!Portions of this work were presented in: K. S. Schairer and D. H. Keefe,
‘‘SFOAE input/output functions elicited by slightly off-frequency suppres-
sors,’’ Presented at the 143rd Meeting of the Acoustical Society of
America, 3–7 June 2002, Pittsburgh, PA. J. Acoust. Soc. Am.111, 2356
~2002!.

b!Electronic mail: schairerk@boystown.org
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fixed Ls was large and approximately constant across the I/O
function ~as Lp was varied!. This on-band level-dependent
response variability~i.e., the SFOAE variability recorded at
f p) limited the detection of the SFOAE, and elevated its
threshold, which was defined as the lowestLp at which the
SFOAE was separated from the noise. The SFOAE threshold
was lower in the equal-level than the fixed-Ls condition.
However, the signal-to-noise ratio~SNR! between the 25th
percentile of the SFOAE and 75th percentile of the noise was
restricted in the equal-level tests. This may limit the utility of
the response for clinical purposes, such as separating normal-
hearing from hearing-impaired ears.

The current study follows up on Schaireret al. ~2003!
by investigating the effect of a different stimulus paradigm
on SFOAE response growth. Unequal-frequency primaries
~i.e., f sÞ f p with f s / f p close to 1! were used to construct
SFOAE I/O functions in a group of normal-hearing adults. It
was predicted that unequal-frequency primaries would pro-
duce a larger SNR over a largerLp range in both conditions
~i.e., fixed-Ls and equal-level! than the equal-frequency pri-
maries used by Schaireret al. ~2003! because the response
variability recorded atf p would be separated from the re-
sponse variability atf s . If this is the case, it would improve
the ability to relate SFOAE response growth to BM response
growth, particularly in the fixed-Ls condition for which
SFOAE detection was poor in thef s5 f p condition~Schairer
et al., 2003!. In the fixed-Ls case, the suppression of the
SFOAE atf p would be clearer and it would be easier to test
for full suppression of the probe by comparing the response
amplitude in the presence of a range of fixed suppressor lev-
els. Furthermore, with a larger SNR over an extended stimu-
lus range, it might improve the ability to use SFOAE I/O
functions to characterize response growth in ears with hear-
ing impairment or to predict hearing threshold. Describing
this relationship with SFOAEs would extend the data already
available regarding the same issues with DPOAE I/O func-
tions ~e.g., Boege and Janssen, 2002; Dornet al., 2001;
Gorgaet al., 2003; Kummeret al., 1998!. Because the pri-
mary stimuli and responses are very closely spaced in fre-
quency for SFOAEs, they may represent cochlear function-
ing from a more localized area on the BM than DPOAEs
recorded using more widely spaced primary frequencies
( f 2 / f 1'1.2) for which the DPOAE is at a more remote re-
sponse frequency.

Cubic-distortion~CDT! DPOAEs elicited by primaries
with frequency ratios 0.95, f 2 / f 1,1.05 ~with f 1, f 2) have
been described as place-fixed~Knight and Kemp, 2000;
2001!, because their latencies were much longer than the
so-called wave-fixed latencies of DPOAEs with frequency
ratios f 2 / f 1.1.1. The generator of wave-fixed DPOAEs is
in the region of the peak of thef 2 traveling wave and it acts
via intermodulation distortion of the spatially overlapping
traveling waves at thef 1 and f 2 frequencies. A long-latency
generator has been described as a coherent linear-reflection
source of emissions~Zweig and Shera, 1995!. The terminol-
ogy of place-fixed emission may be somewhat misleading
for DPOAEs—the place-fixed DPOAEs described by Knight
and Kemp may arise through a coherent nonlinear-reflection
process~Talmadgeet al., 1998; 2000! based on intermodula-

tion distortion, unlike the coherent linear-reflection process
that does not involve intermodulation distortion. Forf 2 / f 1

ratios close to 1, there is substantial overlap of thef 1 , f 2 ,
2 f 1– f 2 , and 2f 2– f 1 traveling waves. Thus, CDT DPOAEs
with 0.95, f 2 / f 1,1.05 arise in such a model via intermodu-
lation distortion, but nonetheless have long latencies similar
to SFOAEs at thef p place. If the appearance of CDT
DPOAEs signals the onset of intermodulation distortion in
cochlear mechanics, and if SFOAEs are generated by a mix-
ture of coherent-emission and distortion mechanisms at
higher levels, then the appearance of DPOAEs in an SFOAE
paradigm may signal the onset of nonlinear-distortion
mechanisms in SFOAEs.

An advantage of using unequalf s and f p is that it is
possible to simultaneously record SFOAEs along with the
pair of CDT DPOAEs at 2f s– f p and 2f p– f s . Thus, a goal
of the present study was to compare SFOAE and DPOAE
responses in the same ear elicited by identical primary tones.
While SFOAE generation is dominated by linear coherent
reflection at low levels~Shera and Guinan, 1999; Talmadge
et al., 1998; Zweig and Shera, 1995!, there is evidence for a
second generator mechanism at higher stimulus levels that
sometimes produces minima in their I/O functions~Schairer
et al., 2003!. This second generator may be intermodulation
distortion ~Shera and Guinan, 1999; Talmadgeet al., 2000!.
Since DPOAEs only arise via intermodulation distortion, the
threshold of DPOAE I/O functions can be used to identify
the presence of nonlinear distortion, which would also be
expected to influence the SFOAE I/O function at suprath-
reshold levels.

A novel feature observed in Schaireret al. ~2003! was
level-dependent notches in SFOAE I/O functions that oc-
curred at different frequencies and levels in some of the sub-
jects. These level-dependent notches were associated with
approximately 180-deg phase shifts. It was hypothesized that
the notches were due to interaction of two sources. More
examples of notches observed in individual I/O functions are
presented in this report to demonstrate that notches occur
under more general stimulus conditions~unequal probe and
suppressor frequencies! with better SNRs. This is further evi-
dence that the notches were not an artifact related to the
poorer SNRs associated with the equal-frequency primary
conditions used by Schaireret al. ~2003!. The second gen-
erator revealed by the presence of notched SFOAE I/O func-
tions might be due to intermodulation distortion, or to a zero
in the mechanical motion at an OHC location that produces a
notched receptor potential~Allen, 1980; Lin and Guinan,
2000; Zwislocki, 1980!. If the thresholds of simultaneously
recorded DPOAE I/O functions occur at the same level as
notches in SFOAE I/O functions~and if SFOAE notches do
not occur at levels at which DPOAEs are absent!, it would
support the hypothesis that the second source is due to non-
linear distortion rather than to a zero in the local mechanical
motion on the BM. Notches in both of the SFOAE and
DPOAE I/O functions would favor the theory that a zero in
mechanical motion occurs.

Another novel feature of the SFOAE I/O functions re-
ported by Schaireret al. ~2003! was level-dependent vari-
ability in the SFOAE SPL. Response variability increased in
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ears as a function of stimulus level for SFOAEs, but not for
DPOAEs or in a test cavity. It was noted that the increase in
noise level occurred only in the bin of the response, referred
to as on-band noise, and not in the surrounding frequency
bins, referred to as off-band noise. The source of the vari-
ability is unknown, but Schaireret al. ~2003! proposed that it
might be due to variability in the middle-ear muscle activa-
tion. If the source of variability were the middle ear, then
on-band, level-dependent variability would be detectable in
the SFOAE atf p under the new unequal-frequency test con-
ditions, but it would be reduced. This is because the variabil-
ity becomes more detectable above the system noise floor as
the energy in the stimulus increases. In the equal-frequency
condition, the energy of both primaries is present at the fre-
quency of the response. In the unequal-frequency conditions
used in the current study, the variability with only one pri-
mary is associated with the frequency of the response.

The theory that the source of the response variability is
due to variability in middle ear muscle contractions, rather
than variability in the cochlear mechanics, was also exam-
ined by testing ears with cochlear implants. Schaireret al.
~2003! estimated system distortion atf p by presenting the
protocol in a test cavity and in ears with cochlear implants in
which responses due to active mechanisms would not be
expected. While the distortion was less in the test cavity
recordings, the distortion increased as a function stimulus
level in ears with cochlear implants, and exceeded the 75th
percentile of responses from normal-hearing ears in some
cases. It is unknown why this occurred. The present report
presents new results in ears with cochlear implants using the
unequal suppressor and probe frequency protocol to further
investigate this effect.

In summary, the following hypotheses were tested:~1!
SFOAE I/O functions obtained with unequal-frequency pri-
maries produce larger SNRs over a larger stimulus range
than equal-frequency primaries in both fixed-Ls and equal-
level conditions;~2! the thresholds of CDT DPOAE I/O
functions identify the thresholds of the nonlinear-distortion
mechanism in SFOAEs elicited by the same primaries;~3!
level-dependent notches and associated phase shifts occur in
SFOAE I/O functions measured using unequal-frequency
primaries; ~4! SFOAE I/O functions elicited with unequal
frequency primaries are repeatable;~5! on-band, but not off-
band, noise is level dependent, indicative of an origin in the
variability of middle-ear function; and~6! use of unequal-
frequency primaries yields improved separation compared to
equal-frequency primaries between distortion recorded in
normal-hearing ears, and in ears with cochlear implants and a
test cavity. Hypotheses 1 through 5 were addressed by col-
lecting SFOAE I/O functions in a group of 32 normal-
hearing listeners. Hypotheses 5 and 6 were addressed by col-
lecting data an IEC 711 standard ear simulator and in two
ears with cochlear implants.

II. METHODS

A. Subjects
1. Subjects with normal hearing

Thirty-two adults with normal hearing were recruited
from a local university and from the clinical staff~see the

demographic information in Table I!. Data were collected in
16 left ears and 16 right ears. All subjects were informed of
the procedures and purpose of the study, and signed a con-
sent form prior to participation. Hearing thresholds in the test
ear were at or better than 15 dB HL at audiometric test fre-
quencies of 250 to 8000 Hz, as assessed using conventional
procedures and a GSI-16 or GSI-61 clinical audiometer
~American National Standards Institute, 1996!. Tympanom-
etry was used to screen for normal middle-ear function using
a GSI-33 middle-ear analyzer and a 226-Hz probe tone. Nor-
mal middle-ear function was defined as peak pressure in the
test ear between240 and145 daPa and peak static admit-
tance between 0.3 and 1.4 mL. Subjects were seated in a
sound-attenuated booth during SFOAE testing, and were al-
lowed to sleep or read quietly during data collection. The
time to collect all data, including hearing screening and tym-

panometry, was limited to approximately 2 to 21
2 h.

Four subjects returned for repeat tests. The time between
tests for each subject was 1 year and 5 months for subject
SFS04~left ear!, and 1 year and 4 months for subjects SFS05
~right ear!, SFS14~right ear!, and SFS21~left ear!.

2. Subjects with cochlear implants

Two subjects with cochlear implants were tested using
the same stimulus generation and recording parameters as
with subjects with normal hearing. Subject SFSCI01 was a
45-year-old male with a cochlear implant on his right ear.
Subject SFSCI02 was a 58-year-old female with a cochlear
implant on her right ear. Both subjects were tested with their
processors turned off and transmitters removed.

3. Ear simulator

Distortion and noise were measured in a Bru¨el & Kjær
ear simulator, type 4157~IEC 711 standard! for each condi-
tion to assess system distortion. Coupler measurements were
recorded with the same stimulus generation and recording
parameters as for normal and implanted ears.

B. Stimulus conditions

In the DPOAE literature, stimuli are referred to asf 2

presented atL2 for the higher frequency stimulus, andf 1

presented atL1 for the lower frequency stimulus. However,
in order to be consistent with discussions of SFOAEs mea-
sured using a suppression paradigm, the stimuli are referred
to asf s and f p in the current paper. It should be noted thatf s

is not always the higher frequency, and results are reported
for varying f s / f p ratios. In different conditions,f p was ap-
proximately equal to 1000, 2000, or 4000 Hz. For allf p

TABLE I. Summary demographic information.

Left ears Right ears

Male Female Male Female
N 5 11 3 13
Minimum age 19 19 19 18
Maximum age 29 36 22 35
Mean age 23.6 23.5 20 22.46
SD 4.2 5.6 1.7 5.6
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frequencies, responses were measured using nominalf s / f p

ratios of 0.96 and 1.04. Atf p52000 Hz, responses were
measured for additionalf s / f p ratios of 0.93, 0.98, 1.02, and
1.07. At f p54000 Hz, responses were measured forf s / f p of
0.94, 0.98, 1.02, and 1.06, with the ratio differences~e.g.,
0.93 at 2000 Hz and 0.94 at 4000 Hz! accounted for by the
choice of discretef s and f p frequencies at the given sample
rate~22 050 Hz! and buffer size~512 samples! of the discrete
Fourier transform. The actualf s and f p frequencies, and their
frequency ratios, are listed in Table II. For clarity in the text
and figures, eachf p was rounded to the nearest octave fre-
quency~i.e., 1000, 2000, and 4000 Hz!.

The two primary-level conditions were fixed-Ls and
equal-level. In the fixed-Ls condition,Ls was fixed at 80 dB
SPL andLp decreased from 75 to 0 dB SPL in 5-dB steps. A
fixed-level condition ofLs570 dB SPL was also used, in
which Lp decreased from 65 to 0 dB SPL in 5-dB steps. This
condition was presented at a subset of thef s / f p ratios to one
subject ~SFS04! for comparison in order to determine
whether full suppression was obtained. If the SFOAE re-
sponses were similar with 70- and 80-dB SPL suppressors,
then it was concluded that full suppression was achieved
with the 80-dB SPL suppressor used in the main experiment.
In the equal-level condition, the primary levels were varied
from 85 to 0 dB SPL in 5-dB steps, withf s / f p50.96.

C. Stimulus generation and OAE recording

Stimuli were generated by an in-house software pro-
gram, using a 24-bit Card Deluxe sound card~Digital Audio
Labs! with a sample rate of 22 050 Hz for digital-to-analog
~DAC! and analog-to-digital~ADC! conversion. Stimuli
were transmitted to an Etymotic ER-10C low-noise probe
that was modified to provide an extended 20-dB range of
output. Two channels of DAC stimuli were delivered to sepa-
rate receiver ports of the probe. The probe assembly was
coupled to the ear canal using Etymotic foam probe tips. The
sound-pressure signal recorded by the probe microphone in
the ear canal was sampled by the ADC, digitally high-pass
filtered with a cutoff frequency of 500 Hz, and tested for
artifact rejection as described in Schaireret al. ~2003!. The
double-evoked~2E! method of extraction, which yields a
nonlinear residual based on responses to a set of these
stimuli ~see Keefe, 1998; Schaireret al., 2003 for details!,
was used and responses atf p , f s, 2 f s– f p, 2 f p– f s were ex-
tracted for analysis. It should be noted that in theory, in the
fixed-Ls condition, the SFOAE atf p is present in the interval

in which f p is presented alone~because it is unsuppressed!,
and absent in the interval in which both primaries are pre-
sented~assuming full suppression byf s and no other nonlin-
earity!. By contrast, the DPOAEs are present only in the
interval in which both primaries are presented. In this sense,
the SFOAEs atf p and the DPOAEs may not be present
simultaneously. However, because both types of emissions
are extracted in the same manner from the same stimulus set
in the 2E method, they are recorded simultaneously during
the presentation of each stimulus set. Further, in cases of less
than full suppression, such as in the equal-level conditions at
lower Lps, the interval in which both primaries are presented
most likely produces SFOAEs and DPOAEs. Therefore, we
refer to SFOAEs and DPOAEs as ‘‘simultaneously re-
corded.’’

D. Analysis

Summary data of distortion and on-band noise are pre-
sented as medians and percentiles~25th to 75th!. In addition,
median response variability in the frequency bins on either
side of f p was averaged as an estimate of off-band noise
~Schaireret al., 2003!. To quantify repeatability of the re-
sponses for the four subjects who returned, the root-mean-
square~rms! difference of the SFOAE SPL atf p between the
two runs was calculated.

III. RESULTS

A. Subjects with normal hearing

1. Median SFOAE I ÕO functions

The SFOAE SPL and on-band noise SPL results for the
fixed-Ls conditions at 80 and 70 dB SPL for subject SFS04
are presented in the top row of Fig. 1 for thef s / f p50.96
condition, and in the bottom row for thef s / f p51.04 condi-
tion. The similarity in the SFOAE levels recorded atf p at the
two suppressor levels suggests that full suppression was
achieved by 70 dB SPL for this subject. Thus, the 80-dB SPL
suppressor used in the main experiment was considered suf-
ficient for full suppression in all other subjects.

Median distortion and on-band noise~across ears and
subjects! recorded atf p in all f s / f p conditions in the fixed-
Ls condition are presented in Fig. 2. On-band noise increased
as a function ofLp . The responses across the differentf s / f p

conditions were nearly identical across theLp range for
which the signal is well above the noise, that is, the fully
suppressed SFOAE atf p was insensitive to the choice off s .

TABLE II. Stimulus conditions. All frequencies are rounded to integers~in Hz!.

f p51000 Hz
~Actual f p5991 Hz)

f p52000 Hz
~Actual f p51981 Hz)

f p54000 Hz
~Actual f p54005 Hz)

f s ~Hz! f s / f p f s ~Hz! f s / f p f s ~Hz! f s / f p

1938 0.98 3919 0.98
948 0.96 1895 0.96 3833 0.96

1852 0.93 3747 0.94
2024 1.02 4091 1.02

1034 1.04 2067 1.04 4177 1.04
2110 1.07 4264 1.06
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Thus, the f s / f p50.96 condition that was common to all
threef p frequencies~see Table II! was selected for presenta-
tion in the remaining figures, unless otherwise specified.

The median SFOAE SPL and on-band noise atf p with
the 25th to 75th percentile range are presented in Fig. 3 in
the fixed-Ls ~top row! and equal-level~bottom row! condi-
tions. In general, SFOAEs separated from the on-band noise
at a lowerLp and had a greater SNR in the moderateLp

range in the fixed-Ls condition in comparison to the equal-
level condition. This is because, in the equal-level condition,
the SFOAE levels were lower and the on-band noise in-
creased at a lowerLp than in the fixed-Ls condition. In the
fixed-Ls condition ~top row!, the off-band noise did not in-
crease as a function ofLp , even at the highest levels. In the
equal-level condition, off-band noise increased at the two
highest stimulus levels (>80 dB SPL! in the f p52000- and
4000-Hz conditions. In thef p51000 Hz equal-level condi-
tion, off-band noise began to increase at a similarLp as the
on-band noise. However, it did not grow at the same rate and
did not achieve the same absolute level. In thef p

51000 Hz, fixed-Ls condition, the off-band noise was con-
stant across allLp . At 1000 Hz, the level-dependent off-band
noise in the equal-level condition, and the constant, but el-
evated, off-band noise in the fixed-Ls condition were due to
the fact that the frequency bin adjacent to thef p bin, which
was included in the calculation of off-band noise, was the
suppressor. Thus, the on-band noise associated with the sup-
pressor contaminated the average off-band noise associated
with the probe in Fig. 3, but only at 1000 Hz.

Figure 4 shows the median OAE level in thef p , f s ,
2 f p– f s , and 2f s– f p frequency bins in the fixed-Ls and
equal-level conditions. In this case, 2f p– f s is the same as
the 2 f 2– f 1 frequency described in the DPOAE literature
~becausef p. f s), and 2f s– f p is the same as 2f 1– f 2 .
SFOAEs atf s in the fixed-Ls condition are not plotted, be-
cause they were limited by the high noise associated with the
fixed 80-dB SPL stimulus~similar to the f s5 f p responses
described in Schaireret al., 2003!, and were approximately
constant across the I/O function~e.g., see Fig. 9, top row!. In

FIG. 1. SFOAE~filled! and on-band noise~open! SPL ~in dB! vs Lp recorded with fixedLs of 80 dB SPL~triangles! and 70 dB SPL~squares!, and with
f s / f p50.96~top row! and 1.04~bottom row! for normal-hearing subject SFS04~left ear!. The f p51000-, 2000-, and 4000-Hz conditions are presented in the
left, middle, and right columns. SFOAE levels were similar in the presence of 80- and 70-dB SPL suppressors at allf p and in bothf s / f p conditions.

FIG. 2. Median SFOAE~solid lines! and on-band noise~dashed lines! SPL ~in dB! recorded atf p for 32 normal-hearing ears in the fixed-Ls condition with
f s / f p as the parameter~see Table II!. The f p conditions of 1000, 2000, and 4000 Hz are presented in the left, middle, and right panels. Thef s / f p conditions
are represented by increasingly thicker lines from the smallest to largest ratio. Thisf s / f p range was 0.93 to 1.07 atf p of 2000 and 4000 Hz, and 0.96 to 1.04
at 1000 Hz.
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the fixed-Ls condition, the SFOAE responses atf p had a
lower threshold and were larger than the DPOAE responses
across most of theLp range. In addition, the 2f s– f p re-
sponses were larger than the 2f p– f s responses. Although it
is not directly identified in this plot, a larger SNR over the
largestLp range was achieved atf p in this fixed-Ls condition
than in the equal-level condition. In the equal-level condi-
tion, the SFOAEs atf s were larger in level than the SFOAEs
at f p for Lp up to approximately 65 dB SPL. The SFOAEs at
f s and f p were similar at higher levels, which is most likely
due to either similar increases in on-band noise at those lev-

els or spread of excitation. DPOAEs in the equal-level con-
dition were generally similar to each other and to the
SFOAEs atf p , although there is a midlevel region at 2000
and 4000 Hz in which the DPOAE SPL at 2f p– f s is larger
than the DPOAE at 2f s– f p . Although not evident in this
plot, the largest SNR for the equal-level condition in the
moderateLp range occurred for the SFOAE atf s . However,
aboveLs560 dB SPL, the SNR at both DPOAE frequencies
either equaled or exceeded the SFOAE SNR atf s and f p due
to the level-dependent increase in SFOAE variability. The
responses atf s1 f p were examined as examples of quadratic

FIG. 3. Median SFOAE~solid lines! and on-band noise~dashed lines! SPL with the 25th to 75th percentile range~shaded areas! recorded atf p in the
f s / f p50.96 condition in the fixed-Ls ~top row! and equal-level~bottom row! conditions. Thef p conditions of 1000, 2000, and 4000 Hz are presented in the
left, middle, and right columns. The data for thef s / f p50.96, fixed-Ls condition were also presented in Fig. 2, but are reproduced here to show dispersion
~25th to 75th percentile range!, and for comparison with the equal-level condition. Off-band noise~dotted lines! was calculated as the average of the median
noise in the two bins immediately adjacent to thef p bin.

FIG. 4. Median OAE SPL in thef s / f p50.96 condition, in the fixed-Ls ~top row! and equal-level~bottom row! conditions, recorded atf s ~circles!, f p

~squares!, 2 f p– f s ~upward triangles!, and 2f s– f p ~downward triangles!. SFOAEs atf s in the fixed-Ls condition were constant across the I/O function
because they were limited by the noise associated with the fixed 80-dB SPL stimulus, and are therefore not plotted in the top row.
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DPOAEs. However, responses were contaminated by system
distortion measured in the coupler, possibly due to inter-
modulation distortion in the pair of probe loudspeakers.

2. Individual SFOAE I ÕO functions

SFOAE level and phase are shown in Figs. 5 and 6 for
two subjects~SFS19 and SFS27, respectively! who had
notched I/O functions. These figures also demonstrate the
shift in phase that accompanied the level-dependent notches
observed in some individual I/O functions. For subject
SFS19~Fig. 5!, a sharp notch in the I/O function occurred at
f p51000 Hz aroundLp565 dB SPL, and a more shallow
notch or plateau was observed atf p52000 Hz aroundLp

545 to 50 dB SPL. Although there appeared to be a notch at
f p54000 Hz aroundLp570 dB SPL, this was not regarded
as a ‘‘true’’ notch because the SNR was poor, and because
the possibility of acoustic reflex involvement at 70 dB SPL

could not be ruled out. The notches were repeatable, inas-
much as they were observed in allf s / f p conditions at both
f p51000 Hz and 2000 Hz. The corresponding phase I/O
functions rotated by approximately half a cycle in the same
Lp range as that of the notches. The phase did not change in
the moderateLp range in which there was no OAE level
notch atf p54000 Hz.

Subject SFS27~Fig. 6! had a nonmonotonic I/O function
at f p54000 Hz aroundLp545 dB SPL. It occurred in all
f s / f p conditions, although the depth ranged from a sharp
notch to a more gradual plateau across conditions. A half-
cycle phase shift occurred at approximately the sameLp . No
level notches or changes in phase were observed atf p

52000 Hz, or atf p51000 Hz until Lp565 dB SPL. The
more gradual phase change atf p51000 Hz at 65–70 dB SPL
was clearly less than half a cycle, and perhaps was contami-
nated by the spike in noise~i.e., poorer SNR!, at least for the

FIG. 5. SFOAE and on-band noise~solid and dashed lines, respectively; top row! SPL and phase~bottom row! recorded atf p in the fixed-Ls condition for
subject SFS19~right ear!. The f s/ f p conditions are represented as in Fig. 2.

FIG. 6. As in Fig. 5 for subject SFS27~right ear!.
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f s / f p51.04 condition. The phase shift at thisf p in the
f s / f p50.96 condition, which had an adequate SNR, differs
from the half-cycle phase shifts observed in other notched
responses, although no clear notch was evident in its level.

As an example of repeatability, Fig. 7 shows the two
runs and the rms difference in SPL between the runs in select
conditions for subject SFS04. The average rms difference
across frequency and subject for the equal-level condition
was 4.97 dB~range 3.17–6.67 dB!. The average rms differ-
ence across frequency,f s / f p , and subject for the fixed-Ls

condition was 5.04 dB~range 2.27–15.11 dB!.

B. Ear simulator and subjects with cochlear implants

Figure 8 shows the distortion SPL~akin to the SFOAE
SPL! and noise level recorded in the two ears with cochlear
implants, as well as in the coupler. The 25th to 75th percen-
tiles of distortion and noise for normal-hearing ears are plot-
ted for comparison~as in Fig. 3! as the upper and lower gray
backgrounds, respectively. The data for implant subject SF-
SCI02 atf p51000 Hz are not shown because they were con-
taminated by high noise levels. In the fixed-Ls condition,
there is a clear separation between the 25th percentile of

FIG. 7. Repeatability of SFOAE~filled! and on-band noise~open! SPL in select conditions for subject SFS04~left ear!. The Ls and f p conditions are
represented in the frames as in Fig. 3. The first and second repetitions are represented by squares and circles, respectively. The time between first andsecond
repetitions was approximately 1 year and 5 months. The rms difference in SPL for distortion between the two repetitions is displayed in each frame.

FIG. 8. SFOAE~filled symbols! and on-band noise~open symbols! SPL recorded in SFSCI01~squares!, SFSCI02~triangles!, and an IEC 711 standard coupler
~circles! superimposed on the 25th to 75th percentiles for SFOAE~upper shaded band! and on-band noise~lower shaded band! in normal-hearing ears for the
f s / f p50.96 condition. TheLs and f p conditions are arranged as in Fig. 3. Responses atf p51000 Hz are not shown for SFSCI02 because they were
contaminated by high noise levels. Both subjects had cochlear implants in their right ears from which these data were recorded. The processors were turned
off and removed during testing, and the opposite ear was unaided.
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distortion in normal-hearing ears and the lower distortion
level recorded in ears with cochlear implants in the moderate
Lp range. At the highestLp ~75 dB SPL!, the distortion re-
corded in SFSCI01’s ear approached the 25th percentile in
the f p51000- and 2000-Hz conditions, and the distortion
recorded in SFSCI02’s ear exceeded the 25th percentile in
the f p54000 Hz condition. In the equal-level condition,
however, there was only a small separation between re-
sponses from ears with cochlear implants and the 25th per-
centile in normal-hearing ears over a small range atf p

51000 Hz. The distortion recorded in SFSCI01’s ear
equaled or exceeded the 25th percentile of responses from
normal-hearing ears over most of theLp range atf p52000
and 4000 Hz. This overlap of responses from normal-hearing
and implanted ears in the equal-level condition is due in part
to the higher threshold and variability of the SFOAEs in
normal-hearing ears. On-band variability increased as a func-
tion of Lp in ears with cochlear implants~similar to results in
ears with normal hearing!, but not in the coupler.

IV. DISCUSSION

A. SFOAE I ÕO functions obtained with unequal- vs
equal-frequency primaries

Hypothesis 1 stated that slightly off-frequency primaries
would elicit SFOAE I/O functions with larger SNR than
equal-frequency primaries over a largerLp range in both the
fixed-Ls and equal-level conditions. Figure 9 shows the me-
dian SFOAE level and on-band noise level elicited with
unequal-frequency primaries in the current study~with
f s / f p50.96), in comparison to the median responses elicited
with equal-frequency primaries in the Schaireret al. ~2003!
study. In the fixed-Ls case from Schaireret al. ~2003!, Ls

was fixed at 70 dB SPL.

1. Fixed-L s condition

In the fixed-Ls condition ~top row Fig. 9!, the level-
dependent on-band noise was lower at eachf p in the
unequal-frequency condition in comparison to the equal-
frequency condition across the I/O function. This is because
the level-dependent variability associated with the high SPL
of the fixed-Ls condition was removed from thef p bin in the
unequal-frequency primary case, but present in the equal-
frequency primary case. In thef p51000- and 4000-Hz con-
ditions, the median SFOAE levels were nearly identical at
approximatelyLp550 dB SPL and above. This suggests that
on average, unequal- and equal-frequency primaries elicited
similar response levels forLp at and above 50 dB SPL once
the SFOAE level exceeded on-band variability, and that a
similar amount of suppression was provided by the 70-dB
SPL on-frequency~Schaireret al., 2003! and 80-dB SPL off-
frequency~current! suppressors. The unequal-frequency pri-
maries provided less suppression than the equal-frequency
primaries atf p52000 Hz.

In comparison, Souter~1995, Fig. 5! presented a fixed-
Lp condition in which SFOAEs were elicited withLp

560 dB SPL, f p52800 Hz, andf s and Ls varied around
these values~including an equal-frequency condition! in a
guinea pig and a human~only the human data are referred to
here!. The f s / f p range was 1.8 to 0.6, a much wider range of
f s / f p ratios than in the present study. Souter noted that the
largest residual was produced in the equal-frequency condi-
tion with Ls equal to or aboveLp in the human data. The
condition in Souter~1995! in which f s52660 Hz (f s / f p

50.95) is the closest analog to the unequal-frequency pri-
mary condition in the current data. Atf p52000 Hz, our
fixed-Ls , unequal-frequency (f s / f p50.96) condition pro-
duced lower SFOAE amplitudes in comparison to the equal-
frequency primary condition. This is consistent with Souter’s
data.

FIG. 9. Median SPL of the SFOAE~filled symbols! and the on-band noise~open symbols! recorded in the equal-frequency primary condition~squares! from
Schaireret al. ~2003! and in the unequal-frequency primary condition~triangles! from the current study. Responses from the current study were recorded at
f p , in the f s / f p50.96 condition.
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In the fixed-Ls condition, due to the reduced noise in the
current data, the median SNR was larger in the unequal-
frequency condition than the equal-frequency condition at
f p51000 Hz for Lp550 dB SPL and above, and atf p

52000 and 4000 Hz forLp520 dB SPL and above. The
largest difference in SNR between the two conditions was at
f p54000 Hz. The SFOAE threshold was defined in two
ways: ~1! the lowestLp at which the median SFOAE level
was at least 3 dB greater than the median on-band noise, and
~2! the lowestLp at which the 25th percentile of the SFOAE
level was at least 3 dB greater than the 75th percentile of the
on-band noise. Thresholds calculated by these two rules for
both primary frequency conditions for the fixed-Ls condition
are shown in the top half of Table III. When only the median
data were considered~rule 1!, the thresholds were within 5
dB across the primary frequency conditions. However, once
the variability of the data was taken into consideration~rule
2!, the thresholds in both primary frequency conditions in-
creased, but were 20 or 30 dB lower in the unequal-
frequency primary case. Rule 2 was more successful at quan-
tifying the threshold differences evident in the SFOAE data
in Fig. 9.

2. Equal-level condition

In the equal-level condition~bottom half of Fig. 9!, the
on-band noise was lower in the unequal-frequency condition
than in the equal-frequency condition across the I/O func-
tion. As for the fixed-Ls condition, this is because the vari-
ability associated with one of the primaries was removed
from the probe frequency bin in the unequal-frequency pri-
mary condition. The SFOAE level was also decreased, and
by a greater amount than the noise, in the unequal-frequency
primary case. This is because SFOAE level is a nonlinear
residual that reflects how much the emission is reduced by
the presence of the suppressor. When the suppressor is atf p ,
it produces more suppression than when it is more distant in
frequency fromf p .

The SNR was larger in the equal-frequency than the
unequal-frequency condition atf p51000 Hz forLp>30 dB
SPL, at f p52000 for Lp>40 dB SPL, and atf p54000 Hz

for Lp>20 dB SPL. However, the improvement in SNR was
greatest in the moderateLp region~i.e., the SNRs were more
similar between the two primary frequency conditions at the
low and high probe levels!. Thresholds calculated by the two
rules described above for both primary frequency conditions
for the equal-level condition are shown in the bottom portion
of Table III. When only the median data were considered
~rule 1!, thresholds for the two primary frequency conditions
were within 5 dB atf p51000 and 2000 Hz, but threshold
was 20 dB lower in the equal-frequency primary case atf p

54000 Hz. Once the variability of the data was taken into
consideration~rule 2!, thresholds were 10 to 20 dB lower in
the equal-frequency primary case. Again, rule 2 is preferred
for assessing the threshold differences.

This trend between primary frequency conditions in the
equal-level condition is the opposite of that in the fixed-Ls

condition. This is due in part to the level-dependent variabil-
ity that decreased asLp decreased in the equal-level case, but
remained high and stable in the fixed-Ls case when primary
frequencies were equal. Thresholds elicited with unequal-
frequency primaries were higher in the equal-level than the
fixed-level condition. This may be due to the following ef-
fects: in the unequal-frequency primary condition, mutual
suppression effects~between the probe and suppressor tones!
produced lower SFOAE levels in general in the equal-level
condition, whereas full suppression of the probe was
achieved in the fixed-Ls condition with less suppression by
the probe tone on the suppressor tone.

3. Summary of unequal and equal-frequency primary
comparison

These results confirm hypothesis 1 and have the follow-
ing implications. First, the condition with fixedLs and
unequal-frequency primaries would be the better measure for
characterizing SFOAE response growth and relating it to BM
response growth or to predict threshold in hearing-impaired
ears. This is because the condition with fixed-Ls and equal-
frequency primaries was contaminated by level-dependent
noise, which reduced the SNR and increased the threshold.
The unequal-frequency condition also has the advantage that
it was possible to test for full suppression of the SFOAE at
f p ~e.g., see Fig. 1!, whereas the equal-level condition~re-
gardless of the primary frequency condition! may be con-
founded by mutual and incomplete suppression. Second, the
condition with equal levels and equal frequencies is more
easily interpreted for modeling purposes as described by
Schaireret al. ~2003!, because a single frequency is used to
elicit the SFOAE. In contrast, the unequal-frequency primary
case~regardless of the primary level condition! requires a
more complex, two-tone suppression model.

Although it is not shown, there was little difference for
the unequal-frequency conditions between the SFOAE dis-
tortion extracted by the 2E method and the difference
method~Dreisbach, 1999; Guinan, 1990; Kemp and Brown,
1983; Shera and Guinan, 1999!, except at low stimulus levels
where the response levels decreased into the noise floor. In
the difference method,f p is presented in one interval, andf p

and f s are presented simultaneously in a second interval. The
SFOAE is calculated as the difference between the responses

TABLE III. SFOAE thresholds in fixed-Ls conditions for equal- and
unequal-frequency primaries.

Ls f p

Primary
frequency
condition

Threshold
in dB SPL

based
on medians

Threshold in dB SPL
based on 25th percentile of

signal minus 75th
percentile of noise

Fixed 1000 Equal 10 55
Unequal 15 35

2000 Equal 25 50
Unequal 20 30

4000 Equal 15 55
Unequal 15 25

5Lp 1000 Equal 25 35
Unequal 30 55

2000 Equal 25 35
Unequal 30 45

4000 Equal 20 35
Unequal 40 50
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in both intervals. As long as the suppressor contains no en-
ergy at f p , the SFOAE residuals from the 2E and difference
methods should be the same in the limit of no noise. Because
the difference method uses two buffers and the 2E method
uses three buffers, the noise in the difference method should
be 10* log(2/3), or 1.8 dB lower. The 2E method for the
equal-frequency condition does not have a difference-method
analog.

B. CDT DPOAE I ÕO functions and SFOAE
level-dependent notches

Hypothesis 2 stated that CDT DPOAE I/O functions re-
flect the threshold of the nonlinear-distortion mechanism in
SFOAEs elicited by the same unequal-frequency primary
tones. This is because distortion is the source mechanism for
DPOAEs, and, if present, would also contribute to the gen-
eration of SFOAEs. This is consistent with the OHC receptor
potential nonlinearity model of Lukashkin and Russell
~1998!, in which distortion contributes both to SFOAE and
DPOAE generation. Hypothesis 3 stated that level-dependent
notches and associated phase shifts should occur in SFOAE
I/O functions measured using unequal-frequency primary
conditions. These two hypotheses are related in that Schairer
et al. ~2003! suggested that notched I/O functions may be
produced by an interaction of two sources, such as nonlinear
distortion and linear coherent reflection. If this is the case,
and if simultaneously elicited DPOAEs reflect the onset of
nonlinear distortion, then the DPOAE threshold should cor-
respond to a stimulus level close to the level at which the
SFOAE notches occur.

1. Fixed-L s condition

In the fixed-Ls condition, with f s / f p50.96, the 2f p– f s

CDT ~which corresponds to 2f 2– f 1 in DPOAE terminol-
ogy! is predicted to have 2:1 growth rate, and the 2f s– f p

~which corresponds to 2f 1– f 2) is predicted to have 1:1
growth rate withLp ~Withnell and Yates, 1998!. This predic-
tion is based on a simple cubic nonlinearity model, but does
not take account of cochlear compression and suppression
effects in the traveling wave within the region of generation.
Therefore, an exact slope relationship between the two CDTs
of 2:1 might not be expected. Response growth slopes in the
fixed-Ls condition that are listed in Table IV were calculated
using the OAE levels at the highest pair ofLp levels, 70 and
75 dB SPL. The slope estimate was restricted to these two
highest stimulus levels because, at least in thef p51000- and
2000-Hz conditions, the 2f p– f s response either was not
present or did not start to grow until these levels~e.g., see the

top row of Fig. 4!. The slopes are less than predicted for each
DPOAE. However, the relationship of slopes between the
two DPOAEs ranges from 2.2 to 2.5, which is close to the
predicted slope ratio of 2.

Other previous works have addressed the relationship of
DPOAE growth rate. For example, the slopes reported here
for 2 f s– f p ~0.64–0.74! are lower than the slopes reported
by Gaskill and Brown~1990! of approximately 0.87, aver-
aged across fixed-L1 ~corresponding to fixedLs in this case!
conditions of 55, 60, and 65 dB SPL~see their Table IVb, p.
828!. The difference in slopes may be accounted for by the
different primary frequency ratios used. Gaskill and Brown
used anf p / f s ratio of 1.225, which was demonstrated to be
the optimal ratio for eliciting DPOAEs, but is much larger
than the ratio used in the current study.

Kemp et al. ~1990, Fig. 1! described a simple nonlinear
model that predicts that whenLs is fixed andLp is varied
belowLs ~as in the current data!, the output atf p increases at
a rate of about 1 dB/dB asLp increases. The model also
predicts that the output at 2f s– f p should increase at a simi-
lar rate then start to decrease asLs5Lp is approached,
whereas the output at 2f p– f s should increase more rapidly,
at a rate of approximately 2:1 asLs5Lp is approached.
WhenLs5Lp , the output at 2f s– f p and 2f p– f s should be
equal. This model does not take into consideration such as-
sumptions as place- and wave-fixed sources, which would
lead to more complex predictions, and it does not depend on
the primary frequency ratio, which is important in real ear
measurements. Kempet al. caution that in a real ear, the
OAE source of generation varies with stimulus parameters.
However, the model predictions are consistent in general
with the current results, in that the rate of growth is more
rapid at 2f p– f s than at 2f s– f p ~Fig 4, top row, fixed-Ls

condition withLp varied belowLs), and that levels of these
two distortion products are nearly equal whenLs5Lp ~Fig.
4, bottom row!.

Souter~1995! showed a plot from a human ear in which
2 f s– f p and SFOAE I/O functions were simultaneously re-
corded @Fig. 12~b!#. The SFOAEs were elicited withf p

52800 Hz,Lp560 dB SPL,f s52240~for an f s / f p50.8, or
f p / f s of 1.25!, andLs varied. The data for this example ear
appear to be similar to the averaged current data in that the
2 f s– f p growth was steeper than thef p growth, the 2f s– f p

levels were much lower than thef p levels, and 2f s– f p

threshold was higher than forf p . The 2f s– f p growth rate
was approximately 2:1, which is in contrast to the 1:1 growth
rate observed in the current data. This may be due to the fact
that Souter’s experiment used a differentf s / f p and variedLs

with constantLp , whereas the current experiment variedLp

with constantLs .

2. Equal-level condition

In the equal-level condition, the response growth was
similar for f p , 2 f s– f p , and 2f p– f s ~Fig. 4!. When primary
frequencies are closely spaced, such as thef s / f p50.96 con-
dition shown in Fig. 4, the traveling waves for the primaries
have substantial overlap, and the place-fixed sources of the
CDT DPOAEs are also close together. Knight and Kemp
~2001! demonstrated that with equal-level primaries of 70 dB

TABLE IV. CDT DPOAE response growth slopes.

f p CDT Slope~dB/dB! Ratio of slopes

1000 2f s– f p 0.74 2.4
2 f p– f s 1.79

2000 2f s– f p 0.64 2.5
2 f p– f s 1.61

4000 2f s– f p 0.64 2.2
2 f p– f s 1.38
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SPL and closely spaced primaries (f 2 / f 1,1.1), both the up-
per sideband region (2f 2– f 1) and lower sideband (2f 1– f 2)
of the DPOAEs were dominated by place-fixed components.
A wave-fixed component also was observed in the lower-
sideband response. Taken together, these results suggest that
a distortion source is present in simultaneously recorded
SFOAEs. Additionally in the current data, the SFOAE level
was greater atf s than at f p . This suggests that when the
primaries were equal or close in level, the higher frequency
tone (f p in this case! suppressed the lower-frequency tone
( f s in this case! to a greater degree than the reverse.

3. Level-dependent notches

Level-dependent notches occurred in SFOAE I/O func-
tions elicited with unequal-frequency primaries in both the
equal-level and fixed-Ls conditions. Sharp notches were as-
sociated with sharp phase transitions~e.g., Fig. 5, f p

51000 Hz), whereas more gradual notches were associated
with more gradual phase transitions~e.g., Fig. 5, f p

52000 Hz). Lukashkinet al. ~2002! observed a similar rela-
tionship between level-dependent notch sharpness and the
rate and size of phase transitions in CDT DPOAEs in guinea
pigs. In the current data, two classes of nonmonotonic
SFOAE functions were identified, and the prevalence of each
type was assessed in both primary level conditions elicited
with f s / f p50.96 at f p52000 Hz. TheLp range was re-
stricted to 20 to 70 dB SPL in order to avoid potential acous-
tic reflex contribution at higher stimulus levels and poor
SNR at lower stimulus levels.

An SFOAE function was considered to have a sharp
notch if the following conditions were satisfied:~1! as Lp

increased toward the lower-level side of the notch, distortion
decreased by 3 dB or more at oneLp step or over two suc-
cessiveLp steps, and~2! asLp increased on the higher-level
side of the notch, distortion increased by at least 6 dB within
two consecutive increases inLp. An SFOAE function was

considered to have a plateau if the following conditions were
satisfied:~1! asLp increased toward the lower-level side of
the notch, distortion changed by 2 dB or less at two or more
consecutive increases inLp ; ~2! as Lp increased on the
higher-level side of the notch, distortion increased by at least
6 dB within three consecutive increases inLp . In addition,
the following conditions had to be satisfied for both classes:
~1! the SNR was at least 6 dB at adjacent stimulus levels, and
~2! there was no abrupt increase~by 10 dB or more! in noise
at the lower-levelLp side of the notch, indicative of an arti-
fact in recording. Of the 32 subjects, there were six subjects
in the equal-level and fixed-Ls conditions that had sharp
notches. Three of these subjects had sharp notches in both
level conditions. There were four subjects who had plateaus
in the equal-level condition, and three subjects who had pla-
teaus in the fixed-Ls condition. None of these subjects had
notches in both level conditions. These classifications are not
mutually exclusive within and across subjects and condi-
tions. For example, subject SFS27~Fig. 6! had a combina-
tion of a sharp notch and a plateau atf p54000 Hz across the
different f s / f p ratio conditions.

Figure 10 shows the OAE distortion level, noise level,
and phase atf p , 2 f s– f p , and 2f p– f s in the f s / f p50.96,
fixed-Ls condition for subject SFS19~the f p responses are
repeated from Fig. 5!. For the DPOAEs, only the phase val-
ues for which the SNR was at least 3 dB at stimulus levels
above 30 dB SPL are plotted. In terms of response growth,
the 2 f s– f p DPOAE ~i.e., 2 f 1– f 2) had a threshold at aLp

close to theLp of the notch atf p51000 and 2000 Hz. In all
the nonmonotonic SFOAE functions examined, sharp
notches and plateaus atf p were always associated with the
presence of 2f s– f p DPOAEs. However, the presence of
DPOAEs was not always associated with a nonmonotonic
SFOAE I/O function atf p . This is explained if the relative
phase in the ear-canal signal between the coherent reflection
and distortion sources varies between constructive and de-

FIG. 10. Comparison of SFOAE notched I/O functions and DPOAE I/O functions. OAE level~top row! and phase~bottom row! recorded in thef s / f p

50.96, fixed-Ls condition. Symbols represent frequency bins as described in Fig. 4~in the top row, open symbols represent on-band noise, filled symbols
represent distortion!. Data are for subject SFS19.
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structive interference. The presence of DPOAEs atLp values
near a notch is consistent with the hypothesis that the same
distortion source responsible for DPOAEs is also responsible
for the second SFOAE source. In theLp range in which the
SFOAE notches or plateaus occurred atf p , the correspond-
ing phase atf p rotated by approximately a half cycle or
more, whereas the phase at 2f s– f p varied slowly with fre-
quency~Fig. 10!.

This suggests that notches and plateaus in the SFOAEs
are the result of the interaction of two sources, most likely
the linear coherent reflection that dominates SFOAEs at low
to moderate stimulus levels and the distortion that dominates
DPOAEs. Whether the nonmonotonicity is a sharp notch or a
plateau depends on the varying degrees of cancellation of the
relative phase and level or strength of the two components.
In three of the subjects, notches occurred in both the fixed-Ls

and equal-level conditions. On the other hand, more shallow
notches were observed in fewer subjects, and in no case did
the notch repeat in both primary level conditions, which sug-
gests a lesser degree of cancellation. The varying degrees of
cancellation might also explain why notches were not ob-
served in every subject and condition. The two sources might
not always be perfectly out of phase, and the precise combi-
nation of primary frequencies and levels that produces
enough destructive interference to be observed in the ear
canal may be highly variable across ears. Further, the fact
that the emissions do not decrease completely into the noise
floor even in sharp notches suggests that the sources do not
completely cancel one another.

The fact that the 2f s– f p phase varied slowly within the
bandwidth of the SFOAE notch frequency, while the SFOAE
phase varied rapidly, is evidence against a multimodal reso-
nance in the microstructure of the organ of Corti. Any me-
chanical resonance producing a cancellation in the BM ve-
locity near a particular location on the organ of Corti would
produce a notch in both the SFOAE I/O function atf p and
DPOAE I/O function at 2f s– f p , at least in the limit of a
spatially localized source region. The absence of such a
notch in the corresponding DPOAE I/O function supports a
two-source model of notched I/O functions in which the
high-level source is due to distortion. This conclusion does
not imply that multimodal resonances may not contribute to
responses measured under other experimental conditions.

Liberman et al. ~2004! demonstrated the presence of
DPOAEs at high stimulus levels in mutant mice that lacked
prestin ~the protein that is associated with outer hair cell
motility!. They attributed this second, high-level source of
DPOAE generation to nonlinear stereocilia transduction. The
DPOAEs recorded in the ear canal in the knock-out mice in
that study had very high thresholds, between 75 and 80 dB
SPL ~see their Fig. 2 for f 2522.6 kHz). However, the
SFOAE notches observed in the current human ear canals
occurred at much lower levels. Thus, it is unlikely that the
stereocilia transduction source of DPOAEs, if it exists in
human ears, contributes to the notches in SFOAE I/O func-
tions observed in the current data.

C. SFOAE IÕO function repeatability

It was hypothesized that the SFOAE I/O functions elic-
ited with unequal frequency primaries would be repeatable.
The average rms errors in the two level conditions for
SFOAEs in four subjects elicited with unequal-frequency
primaries were 4.97 dB in the equal-level condition, and 5.04
in the fixed-Ls condition. This general level of agreement
confirms that responses were repeatable. In Schaireret al.
~2003!, repeatability for equal-frequency, equal-level condi-
tions at primary frequencies was examined using correlations
in four subjects at 2000 and 4000 Hz, and in two subjects at
1000 Hz. However, it was noted that correlations may not
adequately reflect the systematic differences between re-
sponses. Thus, the average rms error was calculated for com-
parison with the current error estimates. The average rms
error in the equal-level conditions of Schaireret al. ~2003!
was 3.39 dB. It is unknown why the error was smaller in
those subjects in comparison to the errors in the current data.
One possible source is the difference in time between the
data collection sessions. In the Schaireret al. repeatability
study, there was a delay of 1 to 3 months between runs,
whereas the delay in the current study was over 1 year.

D. Level-dependent on-band noise

It was hypothesized that with unequal-frequency prima-
ries, on-band, but not off-band, noise would be level depen-
dent if the source of the noise is variability in middle-ear
transmission. This is demonstrated in Fig. 3 in thef p

52000- and 4000-Hz conditions. Off-band noise was con-
stant acrossLp in the fixed-Ls condition, whereas on-band
noise increased as a function ofLp . Results for the current
unequal-frequency, equal-level primary condition were con-
sistent with the equal-frequency, equal-level condition re-
ported by Schaireret al. ~2003!. That is, off-band noise in-
creased only at the highest stimulus levels, whereas on-band
noise began to increase at lower stimulus levels. On-band
noise only increased slightly at the highestLp at the DP
frequencies~not shown!, and it was constant as a function of
Lp in the coupler~Fig. 8!.

Confirmation of this hypothesis supports the theory that
the source of SFOAE variability is within the middle ear, as
suggested by Schaireret al. ~2003!. A middle-ear source of
variability at the frequencies present in the stimulus would
be present in ears with normal hearing, hearing loss, or co-
chlear implants. It would not be present in a coupler, or at
DPOAE frequencies because there is no stimulus energy at
the DPOAE frequencies. The increase in off-band variability
at higher levels in the equal-frequency condition may have
been due to an occasional activation of the acoustic reflex. If
this is the case, SFOAE variability could be used to examine
variability of stimulus transmission through the middle ear.
However, the presence of an acoustic reflex shift was not
independently assessed in this experiment.

The middle-ear muscle activity has three components: a
random activity in the absence of any specific acoustic cue, a
reflex response to an acoustic stimulus, and contractions re-
lated to other somatic motor activity~Simmons, 1964!. The
first random component is present as variability in the tonus
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of both the tensor tympani and stapedius muscles. The ob-
served on-band SFOAE noise is consistent with the actions
of such a source of middle-ear variability, in which fluctua-
tions in muscle tone would produce fluctuations in forward
and reverse transmission through the middle ear. The
SFOAE noise is present on-band as a result of the stimulus
energy atf p . The middle ear may produce variability over a
wide range of frequencies, but the on-band biological noise
recorded in the ear canal may not be measurable at the stimu-
lus frequency until the stimulus intensity is high enough to
increase the response variability or noise above the system
noise floor. This on-band noise may be influenced by middle-
ear variability at the eardrum in the form of a fluctuating
component to the eardrum impedance. The relative level of
the on-band noise to the stimulus SPL characterizes the
noise-to-signal level, and is on the order of270 dB in the
fixed-Ls SFOAE responses in Figs. 2 and 3~i.e., the level
difference between the SFOAE on-band noise SPL and the
on-band stimulus levelLp). This theory predicts that the
noise-to-signal level should increase linearly withLp , and
the data in Fig. 2 are consistent with this prediction. It is
possible that other physiological noise sources may contrib-
ute to the SFOAE on-band noise level, for example, noise
related to blood flow or respiration may also affect the ear-
drum impedance.

The relative contributions of the tensor tympani and sta-
pedius muscle are unknown, but any occasional activation of
a middle-ear muscle reflex shift would reflect the activity of
the stapedius muscle alone~Pang and Peake, 1985!. Such an
occasional reflex activation would also influence the mea-
sured time-averaged responses and, thus, the measured noise.

The off-band SFOAE noise would be insensitive to a
stimulus-related middle-ear source of transmission variabil-
ity because there is no stimulus energy present at off-band
frequencies~except for isolated conditions atf p51000 Hz
described in the Results section, in which the off-frequency
band unavoidably included the suppressor tone!. Similarly,
the on-band DPOAE noise would be insensitive to this
source of middle-ear variability because the DPOAE bin has
no stimulus energy present, and the relative noise-to-signal
level associated with the reverse-transmitted DPOAE would
be far below the noise of the measurement system. This ac-
counts for the absence of a level-dependent increase in on-
band DPOAE noise. An alternate view is that SFOAE vari-
ability may arise from the cochlea rather than the middle ear,
but no cochlear model of SFOAE variability in the absence
of DPOAE variability has been proposed.

E. Distortion in ears with cochlear implants and in a
test cavity

In comparison to the equal-frequency primary condi-
tions used in Schaireret al. ~2003!, it was hypothesized that
the unequal-frequency primary conditions would yield im-
proved separation between distortion recorded in normal-
hearing ears, and distortion recorded in ears with cochlear
implants and in a test cavity. Figure 8 shows that in the
equal-level,f s / f p50.96 condition~bottom row!, the distor-
tion recorded in the implanted ear of subject SFSCI01 over-
lapped the range of responses recorded in normal-hearing

ears atf p52000 and 4000 Hz. These results are similar to
Schaireret al. ~2003, Fig. 4!. The hypothesis was confirmed
for the fixed-Ls condition in the current data. Only two re-
sponses at the highest stimulus levels exceeded the 25th per-
centile of normal-hearing responses atf p54000 Hz in SF-
SCI02. The distortion recorded in the coupler did not equal
or exceed the 25th percentile of responses in the normal-
hearing ears at any of thef p frequencies in either level con-
dition. Based on the comparison of the current and previous
Schaireret al. data, the preferred condition for separation of
normal from impaired ears would be the unequal-frequency,
fixed-Ls condition.

Although the current data extend the findings to a
broader set of stimulus conditions, they do not answer the
question of the origin of the distortion in ears with cochlear
implants. The fact that the distortion is observed in implant
ears in all conditions lends further support to the theory that
the distortion in implant ears is biological. Recently, Liber-
manet al. ~2004! demonstrated that at high stimulus levels in
mutant mice lacking prestin, a small, physiologically vulner-
able DPOAE was present in the absence of OHC somatic
motility. They attributed these emissions to mechanical non-
linearity of stereocilia transduction. It is possible that this
mechanism contributes to the generation of SFOAEs at high
levels in ears with hearing loss. However, this hypothesis
cannot be confirmed or rejected with the current data.

V. CONCLUSIONS

SFOAE I/O functions elicited with a range off s / f p ra-
tios of approximately 0.93 to 1.07 in a fixed-Ls condition
were similar and repeatable. The fixed-Ls , unequal-
frequency primary combination produced the largest SNR
over a larger dynamic range in normal-hearing ears, and
greater separation between responses in normal-hearing ears
and distortion in ears with cochlear implants. Further, this
condition was not confounded by mutual suppression effects
as was the equal-level condition, and it can be used to test for
full suppression. Thus, the fixed-Ls condition is advanta-
geous for the purposes of characterizing SFOAE response
growth, relating SFOAE response growth to BM response
growth, and testing the ability to predict audiometric thresh-
olds from SFOAE I/O function.

CDT DPOAE I/O functions reflected the threshold of
the nonlinear-distortion mechanism in SFOAEs elicited by
the same primaries, and the DPOAE threshold often corre-
sponded to nonmonotonicities in SFOAE I/O functions at
f p . This suggests that the level-dependent notches and pla-
teaus in SFOAEs, which were also associated with phase
shifts, were due to varying degrees of cancellation of two
sources, most likely the coherent linear reflection source,
which dominates SFOAEs at lower levels, and the nonlinear
distortion source that also is responsible for DPOAE genera-
tion.

In general, level-dependent SFOAE noise was observed
on-band~i.e., at the frequencies of the stimuli! but not off-
band. On-band SFOAE noise was observed in ears with nor-
mal hearing and in ears with cochlear implants. Because the
SFOAE variability was observed in ears with cochlear im-
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plants, a possible source is variability in the middle-ear me-
chanics, such as variability in the middle-ear muscle tonus.
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On the binding of successive sounds: Perceiving shifts
in nonperceived pitchesa)
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It is difficult to hear out individually the components of a ‘‘chord’’ of equal-amplitude pure tones
with synchronous onsets and offsets. In the present study, this was confirmed using 300-ms random
~inharmonic! chords with components at least 1/2 octave apart. Following each chord, after a
variable silent delay, listeners were presented with a single pure tone which was either identical to
one component of the chord or halfway in frequency between two components. These two types of
sequence could not be reliably discriminated from each other. However, it was also found that if the
single tone following the chord was instead slightly~e.g., 1/12 octave! lower or higher in frequency
than one of its components, the same listeners were sensitive to this relation. They could perceive
a pitch shift in the corresponding direction. Thus, it is possible to perceive a shift in a nonperceived
frequency/pitch. This paradoxical phenomenon provides psychophysical evidence for the existence
of automatic ‘‘frequency-shift detectors’’ in the human auditory system. The data reported here
suggest that such detectors operate at an early stage of auditory scene analysis but can be activated
by a pair of sounds separated by a few seconds. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1850209#
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I. INTRODUCTION

The understanding of speech or the identification of a
melody requires a perceptual binding of successive sounds
that differ from each other. Little is known about the neural
machinery responsible for this binding in the human brain.
Remarkably, a melody retains its perceptual identity when it
is transposed in the frequency domain, i.e., when the fre-
quencies of the successive tones are multiplied by a common
factor ~Attneave and Olson, 1971; Divenyi and Hirsh, 1978!.
This shows that human listeners perceive melodies as pat-
terns rather than mere concatenations of independent tones.
From that point of view, a melody may not be completely
equivalent to a sequence of tones varying in intensity rather
than frequency: Curiously, binary sound sequences with a
complex structure~e.g., ABAAABBAAB! are identified
more accurately when their two components~A and B! differ
in frequency than when they differ in intensity, indepen-
dently of the magnitude of the difference~McFarland and
Cacace, 1992!. In order to account for the propensity of
melodies to be perceived as patterns, it has been speculated
by some authors~Deutsch, 1969; van Noorden, 1975; Anstis
and Saida, 1985; Okada and Kashino, 2003! that the human
auditory system contains automatic ‘‘frequency-shift detec-
tors’’ which are sensitive to the direction of such shifts and
can be activated by a pair of successive sounds even when
these sounds are separated by a silent delay. The existence of
shift detectors operating in the frequency or pitch domain
might also account for an informal observation made by
Davis et al. ~1951! and Bilsen~2001! during their investiga-

tions of the weak pitch sensations produced by certain bin-
aural interactions~Bilsen, 2001! or evoked by the periodicity
of stimuli consisting of high-rank harmonics of a missing
fundamental~Davis et al., 1951!. These authors noted that
the audibility of pitch in a given sound can be markedly
improved if, instead of being presented alone repeatedly, this
sound alternates with a similar sound liable to evoke a some-
what different pitch.

In the auditory cortex of cats or monkeys, the response
of many neurons to a pure tone can be strongly influenced by
a preceding pure tone with a different frequency~Brosch and
Schreiner, 1997, 2000; Weinberger and McKenna, 1988;
McKennaet al., 1989!. However, this sensitivity to discrete
frequency shifts seems to hold only when the interstimulus
interval ~ISI! is relatively short—less than 1 s. By contrast,
the hypothesis that will be considered here is the existence of
shift detectors~possibly more complex than single neurons!
functioning even for ISIs lasting a few seconds. The hypoth-
esis in question is consistent with the fact that the human
ability to detect consciously small frequency shifts between
temporally remote tones, and to identify the direction of such
shifts, does not depend on the subject’s mental activity or
focus of attention during the ISI~Demanyet al., 2001; Clém-
ent, 2001!. It is also worthy to note that this ability differs
from the ability to detect intensity shifts with respect to their
dependence on the ISI~Clémentet al., 1999!.

The present paper stems from our accidental discovery
of a paradoxical perceptual phenomenon which seems to
lend strong support to the idea that automatic frequency-shift
detectors exist in the human auditory system. This phenom-
enon is elicited by the successive presentation of:~i! a sum
of N synchronous pure tones with equal amplitudes, forming
an inharmonic ‘‘chord;’’~ii ! a single pure tone~‘‘ T’’ !. The

a!Portions of this work were presented at the 147th meeting of the Acoustical
Society of America, New York, NY, May 2004.

b!Electronic mail: laurent.demany@psyac.u-bordeaux2.fr
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chord’s components may have randomly drawn frequencies,
but must be at least a few semitones apart in order to be
separated in the cochlea~Plomp, 1964; Moore and Ohgushi,
1993; Sheraet al., 2002!. Even so, if the chord is rather brief
and N exceeds 2 or 3, it will be difficult for the listener to
perceive the pitches of the chord’s components. This diffi-
culty reflects an ‘‘informational masking’’ effect~Neff and
Green, 1987; Kiddet al., 1994!. A ‘‘fusion’’ ~Bregman,
1990! of the chord’s components takes place at a central
level of the auditory system, so that typically the whole
chord is heard as a single sound, with a tonal quality but only
a vague global pitch. We observed indeed that if the follow-
ing tone,T, is identical to one component of the chord, this
identity generally goes unnoticed. However, we also ob-
served that ifT is instead slightly lower or higher in fre-
quency than one component of the chord, many listeners are
able, after a little practice, to perceive a pitch shift in the
corresponding direction. To their surprise, they find that it is
possible to hear an upward or downward shift in a pitch
which was not heard in the chord~and is not heard retroac-
tively when T is presented!. Moreover, it appears that the
direction of the melodic interval formed byT and its neigh-
bor in the chord can be identified even when the chord andT
are separated by a silent ISI of a few seconds. The experi-
ments described below substantiate these counterintuitive
observations.

II. EXPERIMENT 1

A. Method

On each trial run in this experiment~and the subsequent
ones!, the listener was presented with a chord consisting of
five synchronous pure tones, spaced by intervals which were
four independent random variables. The probability distribu-
tion of each interval was rectangular on a log-frequency
scale and ranged from 6 semitones~1/2 octave! to 10 semi-
tones ~5/6 octave!. The chord was randomly positioned
within a 4-octave frequency range, 200–3200 Hz, and was
followed by a single pure tone,T. The aim of experiment 1
was to compare perceptual performances in two conditions,
respectively termed ‘‘up/down’’ and present/absent.’’

In the up/down condition, schematized in the leftmost
panel of Fig. 1,T was positioned 1 semitone above or below
one of the chord’s three intermediate components. The com-
ponent in question and the direction of the 1-semitone shift
were selected at random on each trial. The listener knew that
and had to judge if the 1-semitone frequency shift was made
upward or downward.

In the present/absent condition~Fig. 1, central panel!, T
was equiprobably~i! identical to one of the chord’s three
intermediate components or~ii ! positioned halfway in fre-
quency between two components~frequency being scaled
logarithmically!. In either case, a random choice was made
between the three or four possible options. The listener also
knew that and had to judge ifT was present in the chord or
not.

In both conditions, the chord andT had a total duration
of 300 ms and were gated on and off with 20-ms raised-
cosine amplitude ramps. They were separated by a 500-ms

silent ISI. EachT tone and component of the chord had a
nominal sound-pressure level of 65 dB. The stimuli were
heard binaurally ~diotically!, via earphones~Sennheiser
HD265!. They were generated via a 24-bit digital-to-analog
converter~Echo Gina!, at a sampling rate of 44.1 kHz. Each
trial began with the presentation of a 2.1-s random melody,
serving as a warning signal and consisting of seven 300-ms
pure tones with frequencies drawn independently between
200 and 3200 Hz.1 The chord was presented 600 ms after this
melody. The listener, sitting in a double-walled sound-
attenuating booth, had an unlimited response time after the
presentation ofT. His or her response, given by making a
mouse-click on one of two labeled zones of a monitor screen,
automatically triggered the next trial within blocks of 50
trials. Responses were not followed by an immediate feed-
back, but listeners were informed of their performance be-
tween successive blocks of trials. Each block was carried out
in a fixed condition~up/down or present/absent!; the two
conditions alternated from block to block. Listeners were
tested in three or four sessions, on different days, until 500
trials had been run in each condition.

The experiment was conducted on 11 normal-hearing
listeners between the ages of 22 and 50 years. Two of them
were the authors. Most of them had received a significant
musical education. Six listeners had previously participated
in other experiments concerning pitch perception~Demany
et al., 2001, 2004!. For each listener, the experiment proper
was preceded by a few training sessions—generally not more
than two. The chords initially used in these training sessions
consisted of only three pure tones, with a duration of 700 ms
instead of 300 ms; they were similar to those employed by
Demanyet al. ~2004!. In addition to the 11 listeners who
finally constituted the experimental group, three other listen-
ers participated in training sessions. They were not included
in the experimental group because of their apparent inability
to exceed the chance level of performance in any condition.

FIG. 1. Illustration of the stimulus configurations used in the ‘‘up/down,’’
‘‘present/absent,’’ and ‘‘present/close’’ conditions. Each horizontal segment
represents a pure tone and the shaded areas represent a possible chord. For
a given chord, the frequency of the following tone,T, could take 6, 7, or 9
possible values, depending on the experimental condition. In this figure, for
visual reasons, theT tones have been horizontally positioned close to the
chords. In the experiments, actually, the time interval separatingT from the
chord always exceeded the duration of both stimuli.
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B. Results

Performance was measured in terms ofd8 ~Green and
Swets, 1974!. The results are displayed in the upper panel of
Fig. 2, where 11 ellipses represent the 11 listeners’ data. Each
ellipse~actually a circle in some cases! is centered on thed8
values measured in the two conditions for a given listener,
and its surface represents a 95% confidence area. Listeners
are identified by capital letters in order to permit within-
subject comparisons of performance across experiments;
‘‘E’’ and ‘‘F’’ are the authors.

There was a considerable interindividual variability in
performance. For each listener, however,d8 was larger in the
up/down condition than in the present/absent condition, and
the corresponding difference was generally quite pro-
nounced. Commonly, a sensory signal is said to be detectable
if d8.1. It can be seen that this threshold was exceeded by
all listeners in the up/down condition, but by only two lis-
teners in the present/absent condition. Four listeners~H, J, L,
P! made only few errors~1.4–6.6 %! in the up/down condi-
tion while performing at the chance level, or even slightly
below it, in the present/absent condition. Only one listener
~V! had statistically equivalent performance levels in the two
conditions. Perhaps not fortuitously, this was also the only
listener endowed with ‘‘absolute pitch’’~Ward and Burns,
1982!.

C. Discussion

Each participant in this experiment stated that the
chords’ components were very difficult or impossible to hear
out individually. Let us consider, however, an ‘‘analytic au-
tomaton’’L for which this is not the case. In both conditions,
L takes on each trial an explicit~but relatively imprecise!
measurement of the chord’s component frequencies, and then
relates these data to the frequency ofT. In the up/down
condition, the task ofL is to determine if the musical inter-
val formed byT and the closest component of the chord is
equal to11 or 21 semitone. In the present/absent condi-
tion, on the other hand, the task is to determine if the corre-
sponding interval is equal to 0 or at least 3 semitones~given
that the chords’ components are separated by at least 6 semi-
tones!. Since the difference between11 and21 is smaller
than the difference between at least 3 and 0, the performance
of L in the present/absent condition should logically exceed
its performance in the up/down condition. We confirmed this
in a Monte Carlo simulation assuming that the strategy ofL
is optimal and that its performance is limited only by a
source of noise in the frequency measurements. Our simula-
tion specifically supposed that the measured frequency of
each component of the chord is a Gaussian random variable
with a mean equal to the true frequency and a standard de-
viation of 1 semitone. On each trial,L computes the differ-
ences between log transforms of the frequency ofT and the
measured frequencies of the chord’s three intermediate com-
ponents. Its response is then based on the differenced which
has the smallest absolute value. In the up/down condition,L
responds ‘‘up’’ if and only if d.0. In the present/absent
condition,L responds ‘‘present’’ if and only ifud u,dk , dk

being a positive constant. Thed8 scores ofL can be com-
pared in Fig. 3 to the averaged8 values measured in experi-
ment 1. In the present/absent condition, thed8 score ofL is
somewhat dependent ondk , becauseud u is not a Gaussian
variable; but, the influence ofdk is small as long as this

FIG. 2. Results of experiment 1@panel ~a!# and experiment 2@panel ~b!#.
Each ellipse~or circle! is centered on thed8 values measured in the two
conditions for a given listener, and its surface represents a 95% confidence
area. Oblique lines indicate where the ellipses could be centered ifd8 was
identical in the two conditions. Listeners are identified by capital letters.
Confidence intervals aroundd8 were computed as suggested by Macmillan
and Creelman~1991!.

FIG. 3. Comparison of the averaged8 values measured in experiments 1
and 2 ~left and center! with the d8 values expected from the analytic au-
tomaton described in Sec. II C~right!. The two small error bars represent a
variability of d8 resulting from the use of different values ofdk by the
automaton. The lowest and highest values ofdk considered here~1.9–2.4
semitones for the present/absent condition, and 0.7–1.3 semitones for the
present/close condition! are consistent with the largest response biases ac-
tually observed in experiments 1 and 2.
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criterion takes reasonable values. Figure 3 makes clear thatL
is a completely inadequate model of real listeners: Whereas
real listeners are much more successful in the up/down con-
dition than in the present/absent condition, the opposite is
true for L.

The analytic automatonL that we have just considered
is an ideal listener, in several respects. In particular, there are
no systematic errors~i.e., biases! in its frequency measure-
ments, and its response criteria—especiallydk—are strictly
invariant across trials. In theory, the poor performance of real
listeners in the present/absent condition could partly be as-
cribed to the difficulty of behaving like anideal analytic
listener rather than to an inability to hear out the individual
components of the chords. This issue will be examined in the
next section. Meanwhile, another issue should be considered.
Although the bandwidths of the chords exceeded 2 octaves,
each chord evoked as a whole a global pitch sensation, pre-
sumably related to its ‘‘center of gravity’’ in the frequency
domain. This global pitch was imprecise, but it noticeably
varied from trial to trial together with the chord itself. In the
up/down condition, a conceivable strategy was to respond
‘‘up’’ if the pitch of T was higher than the global pitch
evoked by the chord, and to respond ‘‘down’’ otherwise. To
what extent was this holistic strategy profitable? The answer
is that it could not be very efficient, even for a theoretical
listener perceiving the global pitch in an optimal manner. Its
use would have led to systematic errors whenT was 1 semi-
tone above the lower neighbor of the chord’s median com-
ponent, or 1 semitone below its higher neighbor. If the global
pitch of a chord corresponded exactly to the geometric mean
of its five component frequencies, and if the holistic strategy
was used exclusively and perfectly, thed8 value expected in
the up/down condition was equal to 0.70. Much higherd8
values were actually measured in experiment 1. For most
listeners, the difference between thed8 values obtained in
the up/down and present/absent conditions was too large to
be accounted for by the availability of holistic pitch cues in
the up/down condition. It can actually be supposed that such
cues were never used because each listener was initially in-
structed to ignore the global pitches of the chords.

III. EXPERIMENT 2

A. Rationale and method

Introspectively, the difficulty of the present/absent con-
dition of experiment 1 originated from the fact that the
chords’ components were very hard to perceive individually.
In this condition, there were no obvious perceptual cues per-
mitting to give correct responses without perceiving con-
sciously the individual components of the chords~whereas
the opposite was true for the up/down condition!. In theory,
however, the difficulty of the present/absent condition could
be accounted for otherwise. Due to the inherent inaccuracy
of any perceptual measurement, and also due to the possible
existence of small contextual effects in the perception of
pure tone pitch~e.g., Terhardt, 1970!, a chord component
physically identical toT might nevertheless be perceived as
different fromT. This implies that, in the present/absent con-
dition, an ‘‘analytic’’ listener had to use a response rule in-

volving a difference criterion, as discussed in the previous
section. The difference criterion,dk , had to be larger than 0
and stable across trials. Crucially,dk had to be defined by the
listener him-/herself since it was aninternal reference. In the
up/down condition, on the other hand, an internal reference
was nota priori needed by an analytic listener; it could be
sufficient to determine ifT was higher or lower than the
closest component of the chord~an ‘‘external’’ reference!. A
conceivable hypothesis, therefore, was that the difficulty of
the present/absent condition stemmed from the need, in this
condition, of a stable internal reference serving as a response
criterion for the assessment of pitch differences.

In experiment 2, this hypothesis was tested by compar-
ing the performances of four listeners in the present/absent
condition and a new condition, termed ‘‘present/close’’~Fig.
1, rightmost panel!. In both conditions,T was equiprobably
present or not present in the chord and the listener had to
make a two-alternative judgment in this regard. The two con-
ditions differed from each other only whenT was not present
in the chord. On the corresponding trials in the present/close
condition, T was positioned exactly 1.5 semitone~1/8 oc-
tave! above or below one of the chord’s three intermediate
components; the six possible options were equiprobable.
Note that, in this condition,T was always much closer in
frequency to one component of the chord than to any other
component since the components were spaced by intervals of
at least 6 semitones. In contrast, whenT was absent from the
chord in the present/absent condition,T was at least 3 semi-
tones away from any component since it was positioned half-
way between two components. Thus, for an analytic listener,
the present/close condition was more difficult than the
present/absent condition. In Fig. 3, this is confirmed for the
analytic automatonL defined in Sec. II C; itsd8 score in the
present/close condition is about 1.0, much worse than its
score of about 3.3 in the present/absent condition. Clearly, if
the hypothesis that we intended to test in the present experi-
ment were correct, performance could not be better in the
present/close condition than in the present/absent condition,
since the alleged problem of the internal reference serving as
a response criterion existed in both conditions and was not
less critical in the present/close condition. However, our pre-
diction was on the contrary that performance would be better
in the present/close condition than in the present/absent con-
dition. This prediction rested on the assumption that, in the
present/close condition, a clear upward or downward pitch
shift would be generally audible on ‘‘close’’ trials, but not or
less so on ‘‘present’’ trials. In contrast, the difficulty of the
present/absent condition suggested that ‘‘absent’’ trials could
not be reliably discriminated from ‘‘present’’ trials on the
basis of the audibility of a pitch shift.

The procedure used in experiment 2 was essentially the
same as that employed in experiment 1, except for the re-
placement of the up/down condition by the present/close
condition. There was again a 500-ms ISI between each chord
and the followingT tone. Eight blocks of 50 trials were run
in each of the two conditions; this required only two ses-
sions. The experiment proper was preceded by a single and
short training session. The four listeners who acted as sub-
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jects included the authors. Each listener had been previously
tested in experiment 1.

B. Results and discussion

The individuald8 scores obtained in each condition are
displayed in the lower panel of Fig. 2, and their average
values are plotted in Fig. 3. Each listener was significantly
more successful in the present/close condition than in the
present/absent condition. This outcome is consistent with our
prediction and contradicts the hypothesis tested in the experi-
ment. It seems clear that the difficulty of the present/absent
condition did not stem from a difficulty to use an adequate
response criterion in this condition. A more plausible expla-
nation is that it was difficult to hear out the individual com-
ponents of the chords, as suggested by the listeners’ intro-
spective reports.

Yet, d8 had an average value of only 1.33 in the present/
close condition, and was not dramatically lower in the
present/absent condition. The modest values ofd8 in the
present/close condition imply that it was not extremely easy
to discriminate ‘‘close’’ trials from ‘‘present’’ trials on the
basis of the audibility of a pitch shift. One might infer from
this that pitch shifts were not easily heard on ‘‘close’’ trials.
However, such a conclusion would be inconsistent with the
listeners’ introspective reports. From these reports, it appears
instead that a pitch shift was, to some extent, liable to be
heard on any type of trial—even a ‘‘present’’ trial. The fact
that d8 was lower in the present/close condition than in the
up/down condition of experiment 1 is not,per se, surprising
insofar as, in the present/close condition, the directions of the
pitch shifts heard were not valid cues. In the absence of valid
directional cues, the listeners had to base their judgments
only on the salience and/or the magnitude of the pitch shifts
heard.

IV. EXPERIMENT 3

If, in the present/absent condition, performance was
poor owing to a difficulty to use an adequate response crite-
rion and not because the chords’ components were hard to
hear out individually, then performance should be poor not
only whenT follows the chord but also whenT precedes the
chord. By contrast, it could be expected that presentingT
before the chord rather than after it would increase perfor-
mance by improving the audibility ofT within the chord on
‘‘present’’ trials. This rationale led us to perform a short ex-
periment testing listeners in two variants of the present/
absent condition: a ‘‘chord-T’’ variant, replicating what had
been done in experiments 1 and 2, and a ‘‘T-chord’’ variant
in which T preceded the chord instead of following it. In
both variants, there was a 500-ms ISI between the chord and
T. For each subject, in the experiment proper, eight blocks of
50 trials were run in each of the two variants, alternating
from block to block. The four listeners who acted as subjects
had previously participated in experiment 1; two of them
were the authors. Before the experiment proper, each listener
received some training in theT-chord variant.

The results are displayed in Fig. 4. For three listeners,d8
was much higher in theT-chord variant than in the chord-T

variant; the fourth listener~S! performed at the chance level
in the two variants.2 Overall, these data confirm the view
that, in the present/absent condition of experiments 1 and 2,
performance was limited by an informational masking effect
rather than by a difficulty to use an adequate response crite-
rion. For at least some listeners, the informational masking
of T within the chord can be efficiently opposed by present-
ing T before the chord rather than after it. The source of this
benefit is presumably a focusing of the listener’s attention on
the appropriate spectral region of the chord during the chord
presentation.

V. EXPERIMENT 4

This final experiment was an extension of experiment 1.
Its aim was to determine if the up/down condition remains
easier than the present/absent condition when the ISI sepa-
rating T from the chord is made much longer than the
500-ms ISI used in experiment 1. A positive answer was
expected because preliminary listening sessions revealed that
the 1-semitone frequency shifts occurring in the up/down
condition were still liable to evoke sensations of pitch shift
for an ISI of a few seconds.

Four listeners served as subjects. Two of them were the
authors, and all of them had previously served as subjects in
experiment 1. Each listener was at first tested only in the
up/down condition, using ISIs of 0.5, 1, 2, 4, and 8 s. Each of
these ISIs was used in a single block of 50 trials per session,
until 400 trials had been run for every ISI; the order in which
the ISIs were used was counterbalanced across sessions.
Then, two final sessions included a total of 400 trials in the
present/absent condition with an ISI fixed at 4 s.

Figure 5 shows the results. In the up/down condition, as
the ISI increased,d8 decreased with a negative acceleration.
When the ISI was 4 s,d8 was still well above 0 in this
condition; its average value was 0.94. For the same ISI, in
the present/absent condition,d8 was definitely lower; its av-
erage value was 0.33.

These data call for comments relating to a hypothesis
put forth by van Noorden~1975; see also Anstis and Saida,
1985! on the perception of pitch shifts between successive

FIG. 4. Results of experiment 3, in the same format as Fig. 2.
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tones. van Noorden argued that such shifts are perceived in
the same way as discontinuous displacements of visual ob-
jects. In the visual domain, a discontinuous displacement is
able to evoke a sensation of motion, called ‘‘phi’’ motion,
when the ISI amounts to 100–300 ms, but not when the ISI
is much longer. Likewise, according to van Noorden, a pair
of successive tones with different frequencies can evoke a
sensation of ‘‘pitch motion’’ when the ISI is, e.g., 200 ms,
but not when the ISI is much longer. If this idea is correct,
then the present data imply that the mechanism underlying
listeners’ good performance in the up/down condition is in-
dependent of the neural processing of rapid frequency shifts.
However, van Noorden’s hypothesis may be wrong. To the
best of our knowledge, whereas there are objective psycho-
physical data~i.e., measures of performance! supporting the
distinction between percepts of ‘‘succession with motion’’
and ‘‘succession without motion’’ in the visual domain
~Palmer, 1986!, this is not the case in the domain of pitch.

VI. GENERAL DISCUSSION

A. Summary of the findings

For at least some fraction of human listeners,3 it is pos-
sible to identify the direction of a discrete frequency shift in
an informational masking context preventing a conscious
perception of the initial frequency. This was demonstrated
using sound sequences consisting of a random chord of pure
tones followed by a single pure tone. When the single tone
was positioned slightly above or below a randomly selected
component of the chord, a pitch shift in the corresponding
direction could be heard by 11 listeners. The position of the
single tone relative to the closest component of the chord
could be reliably identified even when the chord and the
single tone were separated by a silent ISI of a few seconds.
However, for most of the tested listeners, it was very difficult
to discriminate between sequences in which the single tone
was respectively identical to one component of the chord or
halfway in frequency between two components. The pattern
of listeners’ performances in the three discrimination tasks
employed was very different from the pattern expected from
an ideal ‘‘analytic’’ discriminator, hearing out the individual

components of the chords. Moreover, the listeners’ pattern of
performance could not be produced either by a nonideal ana-
lytic discriminator, hearing out the individual components of
the chords but using a defective response criterion.

B. A schematic model of frequency-shift detectors

Our results can be understood by assuming the exis-
tence, in the human auditory system, of automatic
‘‘frequency-shift detectors’’ playing a role in the binding of
successive sounds and sensitive to memory traces left in
some primitive ‘‘echoic store’’~Kubovy and Howard, 1976!.
More specifically, we hypothesize that these detectors have
the following properties:~i! some of them are activated only
by upward frequency shifts, while others are activated only
by downward shifts;~ii ! within each subset, the detectors’
response is stronger for small shifts than for large shifts, but
some minimum magnitude of shift is required to elicit a re-
sponse;~iii ! when detectors of upward shifts and downward
shifts are simultaneously activated—this was presumably the
case in our experiments—the dominantly perceived shift is
in the direction preferred by the subset of detectors with the
stronger activation. According to the corresponding model,
performance in our up/down condition ought to be relatively
good because ‘‘up’’ and ‘‘down’’ trials dominantly activated
different subsets of shift detectors. By contrast, on ‘‘present’’
trials as well as on ‘‘absent’’ trials, the two subsets of detec-
tors were in theory activated with approximately the same
strength, which explains why it was more difficult to dis-
criminate between these two types of trial. Finally, regarding
the present/close condition, the model implies that one subset
of detectors tended to be more strongly activated than the
other subset on ‘‘close’’ trials, whereas this was less true on
‘‘present’’ trials; thus, performance in this condition ought to
be better than in the present/absent condition, but still poorer
than in the up/down condition.

It should be noted that the three hypotheses presented
above tally with those proposed by Alliket al. ~1989! in
order to account for data concerning the perception of com-
plex sequences of chords.4 A more precise and quantitative
model is certainly desirable, but probably premature at
present. Further psychophysical studies are needed to this
aim.

C. Physiological considerations

In the visual cortex of mammals, continuous motions of
objects are detected by direction-selective neurons. In the
auditory cortex, similarly, certain neurons selectively re-
spond to either upward or downward frequency glides~Whit-
field and Evans, 1965; Zhanget al., 2003!. It has been hy-
pothesized that, in humans, such neurons govern the
perceptual experience of rapid and continuous frequency
modulations~Gardner and Wilson, 1979; Tansley and Regan,
1979; Wilsonet al., 1994; Shuet al., 1993!, and also play a
role in the perception of successive steady tones separated by
a short ISI~van Noorden, 1975; Okada and Kashino, 2003!.
At present, however, both of these points remain speculative
~Wakefield and Viemeister, 1984; Moodyet al., 1984!.
Whereas several studies showed that the responses of indi-

FIG. 5. Results of experiment 4:d8 values measured in the up/down con-
dition ~symbols connected by lines! and the present/absent condition~non-
connected symbols!, as a function of the silent interval separating the chord
from T.
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vidual visual neurons to motion provide information which
determines the subject’s ability to identify behaviorally the
direction of motion~e.g., Ditterichet al., 2003!, analogous
demonstrations have not been reported in the auditory do-
main. According to Weinberger and McKenna~1988! and
McKennaet al. ~1989!, the response of a single cortical neu-
ron to a given tone preceded by a higher- or lower-frequency
tone can depend on the direction of the shift even if the two
tones are separated by more than 500 ms; but, the corre-
sponding evidence is limited. At least for ISIs exceeding 500
ms, it is possibly erroneous to search for a physiological
substratum of the perceptual sensitivity to frequency shifts in
the discharge rates of individual neurons. This substratum
might in fact lie in the cross correlations of separate neurons’
responses, as suggested by Espinosa and Gerstein~1988!. In
other words, the shift detectors might not be reducible to
single neurons and consist instead of neuronal assemblies.

Functional imaging~fMRI ! studies have recently indi-
cated that, in humans, the cerebral activity induced by melo-
dies differs from that induced by repetitions of a single tone
~Griffiths et al., 2001; Pattersonet al., 2002; Warrenet al.,
2003! or by sequences of sounds with changing spatial loca-
tions ~Warren and Griffiths, 2003!. However, these studies
suggest that melodies engage specific neural processes only
beyond the primary auditory cortex. More precisely, on the
basis of both functional imaging data~Pattersonet al., 2002!
and behavioral data relating to the consequences of brain
lesions on pitch perception~Johnsrudeet al., 2000!, it has
been surmised that the lateral part of Heschl’s gyrus, in the
right hemisphere, is crucially involved in the perception of
frequency shifts. The special sound sequences used in the
present investigation could be profitably reemployed in fu-
ture imaging and lesion studies: they seem to be particularly
appropriate tools for the localization of brain structures re-
sponsible for the sensitivity to frequency shiftper se.

We argue here that the human auditory system is
equipped with automatic detectors of frequency shifts. From
a more general point of view, the idea that modifications in a
sound can be detected automatically within the auditory sys-
tem has already been supported by a large amount of re-
search concerning an event-related brain potential termed
‘‘mismatch negativity’’ or MMN ~Näätänen and Winkler,
1999; Schro¨ger, 1997!. This brain potential, elicited by any
type of acoustic novelty or ‘‘deviance’’ in a sound sequence,
is observable when the subject does not pay attention to the
sequence. However, Cowanet al. ~1993! reported that no
MMN can be elicited by a sequence of only two sounds,
which would imply that the change-detection process re-
flected by the MMN differs from the one investigated here.
Recently, Ja¨äskeläinen et al. ~2004! claimed that a sequence
of only two sounds is actually able to elicit an MMN. Ac-
cording to these authors, and also Mayet al. ~1999!, the
MMN does not originate from a neural structure responding
to auditory changeper se, contrary to a commonly held idea;
instead, it is produced by the neural population responding to
the deviant stimulus itself and is due to transient adaptation
of feature-specific neurons. Note that a change detector
based on adaptation phenomena should logically lead its pos-
sessor to be more successful in our present/absent condition

than in our up/down condition, whereas the opposite is true
for real listeners. Thus, the thesis advocated by Ja¨äskeläinen
et al. and May et al. would still imply that the change-
detection mechanism reflected by the MMN differs from the
one investigated here.

D. Change detection and scene analysis

The change-detection mechanism investigated here ap-
pears to be more primitive than the one reflected by the
MMN. An MMN originates from the processing of high-
level sound representations which are quite similar to the
conscious percepts evoked by the stimuli. Indeed, it has been
shown that the MMN is sensitive to the perceptual fission of
rapid melodic sequences into separate and concomitant
sound streams~Sussmanet al., 1999!, to the auditory conti-
nuity illusion ~Micheyl et al., 2003!, to a change in the vir-
tual pitch of complex tones with randomly varying spectral
contents~Winkler et al., 1995!, and even to the listener’s
linguistic background~Näätänen et al., 1997!. In our up/
down condition, by contrast, theT tone was put in relation
with a tone which could not be consciously perceived be-
cause it was grouped with synchronous tones producing an
informational masking effect. A representation of the masked
tone’s frequency existed at the cochlear level and certainly
beyond in the auditory pathway. However, there was no rep-
resentation of this specific frequency in the outcome of au-
ditory scene analysis since the corresponding pitch could not
be heard.

It would be unwarranted to infer from the latter point
that the perceptual phenomenon described here is unrelated
to auditory scene analysis. On the contrary, we suppose that
the auditory system makes use of automatic frequency-shift
detectors in the global scene analysis process. They are prob-
ably useful for the creation of links between temporally sepa-
rate acoustic events which differ from each other in spectral
content, but were nonetheless produced by one and the same
sound source and should thus be integrated into a common
perceptual stream.
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1This random melody not only served as a warning signal: It was also
intended to ‘‘erase’’ the memory trace of theT tone used on the previous
trial. Without the melody, in the up/down condition, a givenT tone was
liable to be mistakenly compared with the previousT tone rather than with
a component of the chord. Informal pilot studies suggested to us that such
confusions were indeed easily made. In contrast, when each trial began
with a random melody, we felt that theT tone was not liable to be mistak-
enly compared with the last component tone of the melody, because all the
component tones of the melody were perceptually grouped into a separate
entity. This was not formally checked, however. The ideal procedure would
be to replace the melody by a visual warning signal and to insert a very
long silent interval between consecutive trials in order to minimize the
disrupting effect of irrelevant memory traces.
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2In the chord-T variant, Listener E was significantly less successful here
than during experiments 1 and 2. By contrast, F and J were slightly more
successful than before. In view of these changes in performance, it is wor-
thy to note that experiment 3 was conducted 1 year after experiment 2~and
actually after the experiment numbered 4 in the present paper!.

3It was mentioned in Sec. II A that three volunteers for experiment 1 were
eventually dismissed because they did not succeed at all in either condition.
These listeners might have been more successful in the up/down condition
after a longer, and/or different, training phase. However, the converse is
also true: Some normal-hearing people may be completely unable to expe-
rience the perceptual phenomenon permitting success in the up/down con-
dition. In this respect, the influence of musical education is still unclear.
The three listeners that we had to dismiss were not more impervious to
music than those who provided the data. Indeed, one of them was a pro-
fessional orchestra conductor.

4In the experiments of Alliket al. ~1989!, the subjects’ task was to identify
the direction of pitch motion in stochastic sequences of chords made up of
either pure or complex tones~with frequency ratios which were generally
much smaller than those employed in the present research!. The results
were accounted for by a ‘‘dipole contribution model.’’ This model is not
directly usable here but it is based on assumptions similar to those we
make. Essentially, Alliket al. argued that the perceived direction of pitch
motion was determined by the sum of the contributions of direction-
sensitive dipoles consisting of pairs of consecutive tonesclose in pitch.
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The role of visual speech cues in reducing energetic
and informational masking
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Two experiments compared the effect of supplying visual speech information~e.g., lipreading cues!
on the ability to hear one female talker’s voice in the presence of steady-state noise or a masking
complex consisting of two other female voices. In the first experiment intelligibility of sentences
was measured in the presence of the two types of maskers with and without perceived spatial
separation of target and masker. The second study tested detection of sentences in the same
experimental conditions. Results showed that visual cues provided more benefit for both recognition
and detection of speech when the masker consisted of other voices~versus steady-state noise!.
Moreover, visual cues provided greater benefit when the target speech and masker were spatially
coincident versus when they appeared to arise from different spatial locations. The data obtained
here are consistent with the hypothesis that lipreading cues help to segregate a target voice from
competing voices, in addition to the established benefit of supplementing masked phonetic
information. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1836832#

PACS numbers: 43.66.Pn, 43.66.Dc, 43.66.Qp, 43.71.Gv@GDK# Pages: 842–849

I. INTRODUCTION

People often converse in environments with more than
one person talking simultaneously. In this type of listening
situation an individual must focus on a target talker’s mes-
sage while ignoring the distracting speech of other people. In
such situations listening can be easier than in steady-state
noise because gaps in the masking signal produce silent in-
tervals in which portions of the target message will be au-
dible ~e.g., Bronkhorst and Plomp, 1992; Takahashi and Ba-
con, 1992!. However, under some circumstances listening in
the presence of competing talkers actually can be more dif-
ficult than with a steady-state masking noise of equivalent
energy. The excess masking that is produced by speech
~above and beyond the masking from a steady-state noise of
the same energy! has been referred to as perceptual masking
~Carhart et al., 1969! or informational masking~Freyman
et al., 1999, 2001, 2004; Brungart, 2001; Arbogastet al.,
2002!. Informational masking in speech recognition appears
to be due to both target/masker uncertainty and similarity of
target and masker along several~as yet largely unspecified!
dimensions. This is in contrast to energetic masking, which
occurs when a signal is inaudible in the presence of noise
because the peripheral neural elements that would normally
encode the signal are responding to the masker.

Masking in a competing speech situation is reduced
when the target source is in a different location from the
maskers. Traditionally, reduction in masking from separation
of a target from a masking signal has been attributed to bin-
aural interaction in the low frequencies and head shadow in
the high frequencies~e.g., Zurek, 1993!. These spatial advan-
tages often are reduced in real rooms because of the presence
of reflections~e.g., Hirsh, 1950; MacKeith and Coles, 1971;
Plomp, 1976! leading to reduction in spatial release from
energetic masking. Nevertheless, in tasks where it is assumed
that there is a great deal of informational masking spatial

separation is still effective, even in the presence of single
simulated reflections~Freymanet al., 1999, 2001, 2004!, or
actual reverberation~Kidd et al., submitted!. In reverberant
environments the benefit from spatial separation may be due
to the fact that the target and masker are perceived in differ-
ent locations because of the precedence effect. Perceived
separation of target and speech masker may reduce informa-
tional masking because it helps the listener to focus on the
target voice in the presence of the masking voice~s!. The
apparent spatial separation does not improve performance
when the masker consists of steady-state noise or noise
modulated with the envelope of a speech signal~Freyman
et al., 2001!.

In this paper we theorize that individuals may also use
visual cues from the target talker to reduce informational
masking. It is clear that lipreading improves speech recogni-
tion in adverse listening conditions by providing supplemen-
tary phonetic information missing in the auditory signal. For
example, place-of-articulation cues~which are easily masked
by noise! can be conveyed quite accurately via lipreading
~e.g., Sumby and Pollack, 1954!. This supplementation is
likely to occur whether the target speech is presented in a
background of steady noise or within a complex mixture of
voices. However, in the latter case we propose that visual
cues play an additional important role: helping to overcome
informational masking. A major component of informational
masking in speech recognition is confusability of the target
voice with the masking voice~s!. Lipreading cues~which are
synchronized with the target auditory signal! may help the
listener to pull the target message out of a complex mixture
and maintain attention on the talker’s voice.

The studies described in this paper were designed to
compare how beneficial visual speech cues are in situations
in which the target speech is masked by other speech versus
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by steady-state noise. Several previous studies have found
visual cues to be beneficial in speech-on-speech masking
tasks ~Reisberg, 1978; Summerfield, 1979; Vitkovitch and
Barber, 1994; Spenceet al., 2000; Rudmannet al., 2003!.
However, it is not known how the degree of visual benefit
found for speech maskers compares with that obtained in the
presence of steady-state noise. Lipreading should help
supplement masked phonetic information in the presence of
either of these types of maskers, although the nature of that
supplementation may differ. We propose that visual cues will
provide greater benefit in a speech-masking situation known
to produce informational masking than when the masker is
steady-state noise. Moreover, we anticipate that visual cues
will be most beneficial when the target and masker are spa-
tially coincident, and less helpful when they are perceived to
emanate from different spatial locations~and therefore are
less confusable!.

II. EXPERIMENT 1: SPEECH RECOGNITION IN
STEADY-STATE NOISE VERSUS IN A SPEECH
MASKER

A. Method

1. Stimuli

The target stimuli for this study consisted of lists of
syntactically simple sentences aggregated by topic. Sen-
tences were developed under 12 topics~clothing/jewelry,
food, animals, hobbies/arts/entertainment, health, crime/law,
furniture/house/cleaning, gardening/farming/weather, money,
sports, school/learning, and travel!. Two sets of 15 sentences
were generated under each topic, with each sentence having
three key words~underlined in the following example! used
for scoring. For example, the sentence, ‘‘Iwish thathood had
somefur’’ was included in the clothing/jewelry category.

The sentence lists were videotaped in a double-walled
audiometric sound room~IAC #1604! measuring 2.76
32.55 m. A Sylvania VKC 242 video camera was used to
record an adult female with no discernible regional dialect
speaking the target sentences. The video camera was ad-
justed to produce a life-sized facial image on a 19 in. televi-
sion screen. A Shure 560 microphone placed below the talk-
er’s mouth~so as not to block lipreading cues! picked up the
audio portion of the stimuli. The talker viewed a VU meter to
help monitor her vocal intensity. She was instructed to speak
in a conversational manner but to keep her vocal level con-
stant throughout each sentence. The stimuli were recorded
onto analog videotape with an interval of approximately 7 s
between sentences.

Two types of maskers were used in this study. The first
masker consisted of the voices of two other female talkers
reciting sentences unrelated to any of the topics used in the
target sentences. A two-talker masker was chosen because it
has been shown to produce a robust effect of perceived spa-
tial separation between target and masker~Freymanet al.,
1999, 2001, 2004!. The masking sentences were recorded
with the same apparatus and procedure used to generate the
target stimuli, although only the audio portion of the signal
was used in the present experiment. The analog output of the
video recorder was low-pass filtered at 8.5 kHz, sampled at

22.05 kHz using a 16-bit analog-to-digital converter~TDT
AD1!, and stored on a computer hard drive. Masking sen-
tences from each of the two talkers were concatenated with
pauses between sentences eliminated. The two masking files
~one from each talker! were equalized in rms level and then
combined to produce a 56-s loop of the two-talker masker
complex. A steady-state noise masker was created by shaping
white noise by the long-term average spectrum of the two-
talker masker. Two-channel versions of both the two-talker
complex and the noise masker were generated with one
channel delayed by 4 ms relative to the other channel.

2. Experimental conditions

Data were collected in the double-walled IAC chamber
described above. The reverberation time in this chamber was
between 0.12 s~at 6300 and 8000 Hz! and 0.24 s~at 125
Hz!. Calibration was performed periodically using a sound-
level meter with the microphone placed at the position of the
subject’s head. The target speech sentences were calibrated
using a standard phrase played from the videotaped stimuli.
The maskers were calibrated using the speech-shaped noise
masker which had been equated in rms amplitude to the two-
talker masker. Postrecording analysis of the peak levels of
individual target sentences found a63-dB range between
the 20th and 80th percentiles.

Each subject received all possible combinations of two
loudspeaker conditions, three S/N ratios, two types of
maskers, and auditory-only~A-only! versus auditory-visual
~AV ! presentation. In one type of condition~F-F! both the
target speech and the masker emanated from a 4 in. RCA
loudspeaker directly in front of the subject. The loudspeaker
was placed on top of a television monitor and was at a height
of 1.24 m from the floor and a distance of 1.37 m from the
subject. In the second condition~F-RF! the target speech was
presented from the front loudspeaker only while the masker
was presented simultaneously from the front and from a
loudspeaker placed 60 deg to the right of the subject’s head,
at the same distance and height as the front speaker. The
maskers were presented with the delayed channel from the
front loudspeaker and the nondelayed channel from the right
loudspeaker. Due to the precedence effect, the masker was
perceived to be located near the right loudspeaker, well sepa-
rated from the target.

The target speech signal was routed from the audio out-
put of a videotape player~Mitsubishi U61! to a program-
mable attenuator~TDT PA4! and then to a mixer~TDT
SM3!. The two-channel masker was sent from a computer’s
sound card to separate programmable attenuators. One chan-
nel of this competition was mixed with the speech target
~TDT SM3!, routed through a headphone buffer~TDT HB5!,
amplified~TOA P75D!, and then delivered to the front loud-
speaker. The other channel was fed from the programmable
attenuator through the headphone buffer to the amplifier and
was then routed to the right loudspeaker.

The precise S/N ratios, which were determined via pilot
listening, varied with experimental conditions, with the tar-
get speech presented at 50 dBA (re: speech peaks! in all
conditions. For A-only presentation, data were collected at
28, 24, and 0 dB S/N. The S/N ratios for the AV mode were
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212, 28, and24 dB. Data also were collected at13-dB
S/N for the F-F condition with the speech masker because
performance was very poor at less advantageous S/N ratios.
This necessitated the repetition of one stimulus list, as there
were 25 conditions and only 24 lists available. The repeated
list varied by subject and was always the one used for the
most difficult condition with the noise masker~F-F, A-only,
28-dB S/N ratio! where the mean performance was 8% cor-
rect recognition. This condition’s list was chosen to mini-
mize the possibility that subjects would recognize a word
that had previously been presented.

3. Procedures

A within-subjects Latin-square design was used in the
present study in order to minimize the effect of list differ-
ences. Each subject was presented with all 24 topic-based
sentence lists once in random order, with a different list for
each condition. The assignment of lists to conditions was
different for each subject so that, across the entire data set,
all 360 sentences were presented in each condition. Each
subject also listened to one repeated list~in the13-S/N F-F
speech-masker condition! as described above.

An experimenter sat in the sound-treated room with the
subject in order to control the timing of the experiment and
to score the subject’s responses. During the experiment the
videotape of the target stimuli was presented continuously.
An investigator controlled the presentation of the masker by
gating it on in the range of 1–3 s prior to each target sen-
tence, varying the precise interval at random. The masker
was gated off after the end of each target utterance, at which
time the subject responded by repeating as much of this sen-
tence as possible.

Twenty-four college-aged adults participated in this
study. Each subject passed a pure-tone threshold screening at
15 dB HL (re: ANSI, 1996! in each ear. A brief practice
session was completed during which subjects were given ex-
perience responding to the stimuli in each experimental con-

dition at one S/N ratio. Subjects were informed of the topic
~with both oral and orthographic cues! before each list and
were instructed to use this information to try to differentiate
the target talker from the masking talkers. During auditory-
only presentation the subject’s eyes were covered with a
blindfold. Data for each of the 24 subjects were collected in
one session lasting approximately 1.5 h.

B. Results

1. Group psychometric functions

Results for the noise-masking conditions and the
two-talker speech masking conditions are shown in panels
~a! and ~b! of Fig. 1, respectively. Each data point repre-
sents the percent-correct recognition of 1080 key words
(360 sentences3 3 key words/sentence! across 24 subjects.
In steady-state noise, perception in the F-F condition was
slightly better than in the F-RF condition for both A-only and
AV presentations. Most likely this was a consequence of the
increase in masking energy in the latter situation from the
addition of the masking signal from the right loudspeaker.
This result is consistent with our analysis of this slight ener-
getic masking effect reported in Freymanet al. ~1999!. Over-
all, our data show that perception of the masking noise near
the right loudspeaker and well-separated from the target does
not improve recognition relative to when the target and
masker are spatially coincident.

With speech maskers, performance in the F-RF condi-
tion was better than in the F-F condition. Unlike the noise-
masking data shown in panel~a! of Fig. 1, where the tri-
angles~F-RF! are below the diamonds~F-F!, the reverse is
true for speech maskers@panel~b!#. This effect is especially
apparent in the A-only condition~open symbols!. The im-
provement in the F-RF condition relative to performance in
the F-F condition is consistent with previous results from this
lab ~Freymanet al., 1999, 2001, 2004! and is assumed to be
due to release from informational masking produced by per-
ceived spatial separation. The shallower slopes evident in the

FIG. 1. Mean percent-correct recognition of words in steady-state noise~left panel! and in two-talker competition~right panel! as a function of S/N ratio,
spatial condition~F-F versus F-RF!, and presentation condition~auditory-only: A or auditory-visual: AV!. Error bars represent the standard error.
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psychometric functions for the two-talker masking condition
~relative to the noise-masking conditions! also are consistent
with these earlier reports as well as with nonspeech studies
of informational masking~e.g., Kiddet al., 1998!.

The advantage of providing lipreading cues along with
the auditory target can be seen by comparing filled and un-
filled symbols in Fig. 1. Performance was better for all con-
ditions when visual speech cues were provided. Improve-
ment from the provision of visual cues is most apparent in
panel ~b! ~two-talker masker!, especially in the F-F condi-
tion. In terms of percent-correct identification of key words,
the amount of benefit from visual supplementation ranged
from 25.65 percentage points in the F-F condition/noise
masker to 50.15 percentage points for the F-F/two-talker
masker condition. The amount of visual benefit for the noise-
masking data in the present study agrees in general with that
shown in previous studies of auditory-visual speech percep-
tion, where a 20–40 percentage point increase in recognition
of speech in noise has been reported across a variety of
speech materials and noise maskers~e.g., Sumby and Pol-
lack, 1954; Benchet al., 1995; Helfer, 1997; Grant and Seitz,
2000a; Gagne, Rochette, and Charest, 2002!.

Auditory-only and auditory-visual data were analyzed
separately using repeated-measures analyses of variance
~ANOVA ! with masker type~speech versus noise!, spatial
position ~F-F versus F-RF!, and S/N ratio as independent
variables. All main effects and interactions were significant

~beyond the 0.001 level! in the A-only data. For the AV data,
the only significant main effect was for S/N ratio@F(2,22)
5422.62, p,0.001]. The interaction of masker type
3spatial position@F(1,23)524.61, p,0.001] and masker
type3S/N ratio @F(1,23)526.93,p,0.001] also were sig-
nificant in the analysis of the AV data.

2. SÕN ratio for criterion performance

The psychometric functions were examined to find the
S/N ratio required for 50% correct performance in each con-
dition. These S/N ratios~which are presented in Table I!
were determined by interpolating linearly from the two data
points in each function that bracketed the 50%-correct point.
Figure 2 shows the effect of providing visual cues on the
criterion S/N ratio. The figure shows clearly that visual
speech cues were more beneficial in speech-masking condi-
tions than with noise as the masker. The advantage of sup-
plying visual speech cues was approximately 3.5 dB for
noise maskers in both the F-F and F-RF conditions. When
the masker was competing speech, visual cues provided
close to 9 dB of benefit in the F-F condition and approxi-
mately 6 dB of benefit in the F-RF condition. Thus, even
when informational masking was presumably released~in the
F-RF condition! there was still greater visual benefit for
speech maskers than for noise maskers.

Figure 3 shows the effect of presenting the masker from
the front and the right loudspeakers as compared to from the
front loudspeaker only~F-RF versus F-F!. With noise as the
masker, the S/N ratio for criterion performance was approxi-
mately 1 dB poorer in the F-RF condition~versus the F-F
condition! for both AV and A-only presentation. In compet-
ing speech conditions the S/N ratio for 50%-correct perfor-
mance was reduced by approximately 2 dB in the AV condi-
tion and by 4–5 dB in the A-only mode. It should be noted
that because of variations in slopes of the psychometric func-
tions obtained in conditions using the two-talker masker, the
amount of benefit from visual and spatial cues was depen-
dent on the level of performance. For example, at the 25%-
correct performance level visual benefit was approximately

TABLE I. S/N ratios for 50%-correct recognition of keys words in sentences
for conditions with~F-RF! and without~F-F! apparent spatial separation in
the presence of two types of maskers~noise and speech!.

Condition
S/N ratio in dB for

50%-correct recognition

Noise: Auditory only/F-F 23.96
Noise: Auditory-visual/F-F 27.45
Noise: Auditory only/F-RF 22.65
Noise: Auditory-visual/F-RF 26.37
Speech: Auditory only/F-F 2.36
Speech: Auditory-visual/F-F 26.44
Speech: Auditory only/F-RF 22.33
Speech: Auditory-visual/F-RF 28.50

FIG. 2. Amount of benefit from the provision of visual
speech cues as a function of listening condition. Benefit
is expressed as the difference in S/N ratio in auditory-
visual ~AV ! versus auditory-only~A! conditions for
50%-correct recognition of speech.
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12 dB, as compared to 8.8 dB at the criterion level of 50%-
correct recognition.

The results of experiment 1 demonstrate that visual cues
are maximally beneficial when the target and masker are
highly confusable. In the presence of either a noise masker or
a speech masker, visual cues in the target provide phonetic
information that aids in recognition. However, we theorize
that when the masker is speech, lipreading plays an addi-
tional role of helping to separate the target voice from a
complex mixture of voices. An alternative explanation is that
there is a difference in the type and/or degree of phonetic
supplementation for AV targets presented in the two types of
maskers. In experiment 2 we used a speech detection task in
an attempt to differentiate these two potential visual benefits.

III. EXPERIMENT 2: DETECTION OF AUDITORY-ONLY
AND AUDITORY-VISUAL SPEECH

Previous research on the impact of lipreading on detec-
tion of an auditory message suggests that visual speech cues
provide minimal or no advantage in helping to detect speech
in the presence of steady-state noise~Grant and Seitz, 2000b;
Grant, 2001! or in signal-correlated noise~Repp et al.,
1992!. This is probably because the phonetic supplementa-
tion that makes lipreading advantageous for speechunder-
standingin the presence of masking noise is of only limited
usefulness for speechdetection. Hence, using a detection
task ~in which phonetic supplementation provides little ben-
efit! should help elucidate why the visual advantage is
greater for a speech masker than for a noise masker. If visual
speech cues give significantly greater benefit for speech de-
tection in the presence of a speech masker~versus a noise
masker!, particularly in a condition where the speech target
is highly confusable with the speech masker, it will support
our argument that lipreading helps to ‘‘pull out’’ a target
voice from within a mixture of other voices.

A. Method

1. Stimuli and experimental conditions

The target stimuli for this experiment consisted of the
same 45 sentences for each condition. The target sentences
were selected by examining the data by list, across condi-

tions, from experiment 1. The set of sentences used in ex-
periment 2 ~30 sentences from the Gardening–Farming–
Weather category and 15 sentences from the Health
category! was chosen because it yielded close to average
performance in experiment 1. The same two maskers used in
experiment 1~speech-spectrum noise and two-talker interfer-
ence! also were used for experiment 2. A new set of 12
young, normal-hearing subjects~verified via pure-tone
screening! participated in this experiment.

Each subject completed the detection task in all possible
combinations of the following variables: noise versus speech
masker; F-F versus F-RF masker configuration; and
auditory-only versus auditory-visual presentation of the tar-
get stimuli. The equipment and experimental setup was iden-
tical to that used for experiment 1.

2. Procedure

Data were collected using a single-interval yes–no pro-
cedure. As in experiment 1 each trial began and ended with
the onset and offset of the masker. The timing of the target
presentation within an interval was varied as in experiment
1. During each AV trial the subject watched the visual image
of the talker saying a target sentence. The subjects were
blindfolded during A-only presentation. On a given trial
there was a 50% probability of the target sentence being
presented auditorily. Subjects were instructed to indicate
whether they heard the target voice within the noise or
speech maskers. In the two-talker masking condition subjects
were told to listen for ‘‘another person talking.’’ Participants
could use any available cues to determine whether the target
voice was present in a given trial. A 3-down, 1-up adaptive
procedure was used to estimate the 79.4% detection thresh-
old ~Levitt, 1971! with the masker presented at 55 dBA and
the target level varied in 2-dB steps. The beginning presen-
tation level of the target voice was 41 dBA, yielding an
initial S/N ratio of 214 dB. Practice was not given but sub-
jects were familiarized with the target voice in quiet before
the initiation of data collection. Subjects completed 45 trials
per condition. Detection thresholds were computed by aver-

FIG. 3. Amount of benefit from perceived separation of
target and masker as a function of listening condition.
Benefit is expressed as the difference in S/N ratio in
conditions with perceived spatial separation~F-RF! ver-
sus conditions with no spatial separation~F-F! for 50%-
correct recognition of speech.
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aging target levels for all but the first reversal. Threshold was
calculated based on a mean of nine reversals averaged across
all conditions and subjects.

B. Results

Mean detection thresholds averaged across subjects are
shown in Fig. 4. These data were analyzed using repeated-
measures analysis of variance with masker type~noise versus
speech!, spatial condition~F-F versus F-RF!, and presenta-
tion condition~A-only versus AV! as within-subjects factors.
Results of this analysis indicated that all main effects and
most interactions were significant@masker type:F(1,11)
527.22, p,0.001; spatial condition:F(1,11)57.83, p
50.017; presentation condition:F(1,11)55.59, p50.037;
masker type3 presentation condition:F(1,11)55.02, p
50.047; masker type3 spatial condition:F(1,11)515.45,
p50.002; masker type3 presentation condition3 spatial
condition:F(1,11)55.20,p50.044].

Overall, speech detection was better for conditions with
the two-talker masker than when the masker consisted of
continuous speech-shaped noise, although the difference was
minimal for the F-F A-only condition. The pattern of better
performance in the presence of the speech masker is likely
due to subjects’ use of temporal and spectral fluctuations in
this masking complex that aided in detecting the target. In-
tersubject variability in performance~as revealed by the stan-
dard error of the mean! was substantially larger for condi-
tions with the two-talker masker than with the noise masker.
For noise-masking conditions the amount of visual benefit
was small~less than 1 dB! and did not vary between F-F and
F-RF presentation modes. Benefit from visual cues was
greater for speech-masking conditions, particularly when the
target and masker were spatially coincident~F-F!, where vi-
sual benefit was 4.1 dB. This can be seen in Fig. 4 by com-
paring the two square symbols on the left side of the graph.
A similar trend was found for the benefit of adding the mask-
ing signal from the right loudspeaker~F-RF versus F-F!.
Less than 1 dB of advantage was found for noise maskers,
but the improvement was 3.4 and 5.5 dB in the AV and
A-only conditions, respectively, when the masker was
speech.

IV. DISCUSSION

The results of the present study demonstrate that visual
speech cues are particularly helpful in competing speech
situations. Provision of visual speech cues gave an 8.8-dB
advantage in S/N ratio for 50%-correct recognition when the
speech target and speech masker were presented from the
same spatial position. This is substantially greater than the
3–4-dB advantage seen for noise maskers. We propose that
in conditions in which informational masking is presumably
present, visual cues provide both phonetic supplementation
and assistance in extracting and attending to the target voice.
As described by Summerfield~1987!, seeing the target talk-
er’s face allows the listener to tell which acoustic intensity
changes are part of the target signal and which belong to the
masker, since the degree of mouth opening is related to the
overall amplitude contour of the target talker’s message. The
time-varying lip/jaw movements corresponding to the target
talker match the target’s auditory message, but not that of the
masking talkers. Listeners can use these visual cues to help
identify the target talker and focus on the target message.

Although the F-F results suggest that visual cues can
help reduce informational masking, the data in the F-RF con-
dition point to another contribution that lipreading might
make toward resolving complex listening situations. In the
present study visual speech cues provided a 6.2-dB advan-
tage in the F-RF speech masker condition and approximately
3.5 dB of benefit with the noise masker. Assuming that there
is little or no informational masking in the presence of either
steady-state noise or in the F-RF speech-masking condition,
this implies that visual cues are more effective in reducing
energetic masking in the speech masker than in the noise
masker. Visual phonetic supplementation might be different
for steady-state noise than for a fluctuating masker like
speech in which there are spectral and temporal valleys. This
difference in phonetic supplementation between maskers also
is likely to play a role in performance in spatially coincident
conditions.

Another potential explanation is that visual cues provide
additional benefit in speech masking~versus noise masking!
conditions because they reduce the uncertainty about when
to listen within the observation interval. Summerfield~1979!
addressed this question by examining the benefit of provision
of a visual timing cue. He compared speech recognition in
conditions with full-face visual cues versus a condition
where subjects were provided with a visual display of ampli-
tude envelope information from the speech signal on an os-
cilloscope. The data showed no benefit from the latter con-
dition, suggesting that the provision of only timing
information was not useful for speech recognition. However,
it is possible that the nature of the visual stimulus used in
this study might have influenced its outcome. Existing data
suggest that auditory and visual information must be per-
ceived to originate from a common object in order to provide
useful information about one another~Vroomen and De-
Gelder, 2000!. It is possible that the auditory and visual sig-
nals in the Summerfield~1979! study cited above were not
integrated because they were not perceived to arise from the
same object or event.

Results from experiment 1 demonstrated that perceived

FIG. 4. Results for detection of speech in a noise masker versus in two-
talker competition as a function of listening condition. Data are plotted as
S/N ratio for 79.4% detection of the target voice.
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spatial separation led to substantial benefit in speech-
masking conditions for both auditory-only~4.7 dB! and
auditory-visual~2.1 dB! presentation. The smaller benefit of
perceived spatial separation found for auditory-visual pre-
sentation is consistent with the idea that spatial cues are less
important when other cues can be used to segregate a signal
from a masker~Noble and Perrett, 2002!. Research has iden-
tified factors such as harmonicity, temporal asynchrony, and
fundamental frequency as tools used to group auditory ob-
jects together~e.g., Darwin and Carlyon, 1995!. Visual infor-
mation that is synchronized with the auditory signal also may
serve this purpose. In the present study, when visual speech
cues provided information that allowed the listener to per-
ceive the target message, spatial separation took on a less
prominent role. However, it should be noted that the differ-
ence between S/N ratios required for criterion recognition in
the most difficult condition~F-F A-only! and in the condition
with both visual cues and spatial separation~F-RF AV! was
10.9 dB, greater than the benefit provided from either visual
cues or spatial separation alone. This suggests that visual
speech cues and spatial separation both provide important
~and at least partially complementary! means of improving
speech recognition.

Although speech recognition research is usually con-
cerned with how well individuals can understand a target
message, the ability to ignore unwanted auditory information
is invariably important in complex listening situations. Pre-
vious studies have demonstrated that, in situations with mul-
tiple talkers, it is more difficult to ignore a message when
one is looking in the direction from which it is perceived
~e.g., Reisberget al., 1981; Spenceet al., 2000!. This phe-
nomenon could play a role in why performance in the F-RF
condition ~in which the subject is looking toward the target
but not toward the perceived location of the masker! is su-
perior to that obtained in the F-F condition~where the sub-
ject’s visual focus is in the direction of both masker and
target!. In other words, creating perceived spatial separation
not only makes it easier to understand the message, it also
makes it easier to ignore the maskers.

The detection results from experiment 2 provide addi-
tional evidence that lipreading plays a role above and beyond
phonetic supplementation when the masker consists of other
voices. Visual speech cues led to less than 1 dB of advantage
in noise-masking conditions, but provided 4 dB of benefit
when the speech masker was spatially coincident with the
target. The present study’s results for noise maskers are con-
sistent with those of Grant and Seitz~2000b!, who found that
visual cues gave only a small~an average of 1.6 dB! im-
provement in the detection of sentences in the presence of
steady-state noise. The fact that substantial visual benefit was
found for speechrecognitionwithin a noise masker but not
for speechdetection supports our premise that phonetic
supplementation from visual cues is not useful or necessary
in a detection task. We believe the greater visual advantage
for detection in the speech-masking conditions~relative to
when the masker was noise! reflects the contribution that
lipreading makes to helping separate a masking voice from a
target voice. This argument is supported by the fact that the
greatest visual benefit was obtained when the target and

masker were maximally confusable~that is, when both origi-
nated from the front loudspeaker!.

The data obtained in the present experiments show that
visual speech cues are especially beneficial in competing
speech situations. A large body of evidence has shown that
lipreading helps fill in phonetic information that is masked
by steady-state noise. The data described in this paper sug-
gest that this visual supplementation might be different for
speech maskers versus noise maskers. Moreover, the present
results support the theory that visual cues also play a role in
segregating or pulling out an auditory target from a complex
mixture of voices. The data demonstrate that visual speech
cues are effective in reducing both energetic and informa-
tional masking; visual benefit was demonstrated in all con-
ditions but was maximal when informational masking was
presumed to exist. This beneficial effect occurs for both
threshold-level~detection! and suprathreshold~recognition!
processing.
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The present study was undertaken to examine if a subject’s voiceF0 responded not only to
perturbations in pitch of voice feedback but also to changes in pitch of a side tone presented
congruent with voice feedback. Small magnitude brief duration perturbations in pitch of voice or
tone auditory feedback were randomly introduced during sustained vowel phonations. Results
demonstrated a higher rate and larger magnitude of voiceF0 responses to changes in pitch of the
voice compared with a triangular-shaped tone~experiment 1! or a pure tone~experiment 2!.
However, response latencies did not differ across voice or tone conditions. Data suggest that
subjects responded to the change inF0 rather than harmonic frequencies of auditory feedback
because voiceF0 response prevalence, magnitude, or latency did not statistically differ across
triangular-shaped tone or pure-tone feedback. Results indicate the audio–vocal system is sensitive
to the change in pitch of a variety of sounds, which may represent a flexible system capable of
adapting to changes in the subject’s voice. However, lower prevalence and smaller responses to tone
pitch-shifted signals suggest that the audio–vocal system may resist changes to the pitch of other
environmental sounds when voice feedback is present. ©2005 Acoustical Society of America.
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I. INTRODUCTION

Despite the importance of vocalization for speech and
singing, and the prevalence of disorders affecting the voice,
neural mechanisms controlling the voice are poorly under-
stood. As with other types of motor behaviors, researchers
have speculated on the role of central neural mechanisms
including sensory feedback for voice control. Data from
studies using nerve stimulation and anesthetization tech-
niques suggest that kinesthetic receptors are important in fine
control of voice fundamental frequency (F0) ~Jürgens and
Kirzinger, 1985; Ludlowet al., 1992; Sundberget al., 1993!.
However, there is considerably more evidence for audition as
an important form of sensory feedback in vocal control, as
seen by increased variability in voiceF0 and intensity fol-
lowing post-lingual deafness~Cowie and Douglas-Cowie,

1992!, when speaking in noisy environments~Lane and
Tranel, 1971!, and under conditions where auditory feedback
is delayed~Lechner, 1979! or masked with noise~Elliott and
Niemoeller, 1970; Mu¨rbe et al., 2002; Ternstro¨m et al.,
1988!.

The noninvasive pitch-shifting technique is a powerful
method of assessing the role of auditory feedback in real-
time vocal control. Using this technique, researchers have
demonstrated that auditory feedback helps in the stabilization
of voiceF0 through a closed-loop negative feedback mecha-
nism with latencies between 100–150 ms~Burnett et al.,
1998; Hainet al., 2000; Larsonet al., 2001!. When the per-
ceived voice pitch is greater than the intended pitch, voice
F0 is reduced to compensate for the disparity. Conversely,
when the feedback pitch is perceived lower, voiceF0 is in-
creased. A compensatory pitch-shift response has been dem-
onstrated following pitch perturbations during sustained vo-
calizations~Burnettet al., 1998; Hainet al., 2000; Jones and
Munhall, 2002; Kawahara, 1995; Larsonet al., 2000!, whis-
tling ~Anstis and Cavanagh, 1979!, glissandos~Burnett and
Larson, 2002!, and nonsense syllables~Donathet al., 2002;
Natke et al., 2003; Natke and Kalveram, 2001!. The pitch-

a!Material originally presented in ‘‘Comparison of vocal responses to
changes in pitch of voice, triangular, and sinusoidal tone feedback,’’ The
3rd International Conference for Vocal Fold Physiology and Biomechanics,
Denver, Colorado, September 2002. Portions of this manuscript were also
presented as ‘‘Voice responses to changes in pitch of voice or tone feed-
back,’’ at the Speech Motor Control Conference, Williamsburg, VA,
March, 2002.

b!Electronic mail: clarson@northwestern.edu
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shifting technique is a useful method to manipulate auditory
feedback in real time, and provides a means to directly in-
vestigate the relationship between auditory feedback and
voice F0 control during ongoing vocalizations.

Changes in voiceF0 have also been observed in re-
sponse to nonvocal sounds such as claps~Baer, 1979! and
clicks ~Sapiret al., 1983b!, suggesting that the audio–vocal
system may be sensitive to other sounds besides the subject’s
voice. However, these studies had limitations in that the
stimuli were short in duration and were presented suddenly.
Nevertheless, the question remains as to which specific
acoustical properties of the stimuli elicited the vocal re-
sponses. Moreover, the response latencies to nonvocal
sounds~50–60 ms! were shorter than those observed with
the pitch-shift technique for voice auditory feedback pertur-
bations ~100–200 ms! ~Burnett et al., 1998; Donathet al.,
2002; Hainet al., 2000; Larsonet al., 2000; Natke and Kal-
veram, 2001!, suggesting that the mechanisms underlying the
auditory–laryngeal reflex may be different than those under-
lying the pitch-shift response.

Exploring the potential influence of nonvocal sounds on
voice F0 regulation is important for at least two reasons.
First, considering that auditory feedback has a regulatory
function in voice control~Burnett et al., 1998; Hainet al.,
2000!, knowing whether certain ranges ofF0 or specific har-
monic frequencies of the feedback signal are involved in this
regulatory process would enable us to understand how the
auditory system interacts with laryngeal and respiratory mo-
tor systems for vocal control. Second, understanding the in-
fluence of nonvocal sounds on voice control is important for
learning how the voice is controlled in a noisy environment
while singing or speaking. Depending on the task, singers
either maintain their intended vocal pitch by ignoring audi-
tory feedback from other vocalists and instruments, or by
matching their pitch to auditory feedback.

In the present study we compared pitch-shift responses
elicited by perturbations in pitch of either voice feedback or
nonvoice sounds to ascertain whether pitch-shift responses
are sensitive only to the voice or to other periodic sounds as
well. A secondary question was whether the audio–vocal
system was sensitive primarily to theF0 of the signal or a
combination of theF0 and harmonic components. To address
these questions we compared pitch-shift responses elicited
by perturbed voice feedback, perturbed triangular-shaped
waves, and perturbed sinusoidal waves across two experi-
ments. We hypothesized that the audio–vocal system would
be more sensitive to the subject’s own voice feedback com-
pared to the tone feedback, as reflected in greater response
prevalence and magnitudes for voice compared to the tone
signals. Moreover, we predicted that the triangular signal,
with its many harmonics and thus greater similarity to the
voice, would elicit greater response prevalence and magni-
tudes than the sinusoidal signal.

II. METHODS

Experiment 1 compared responses to pitch-shifted voice
and pitch-shifted complex tone~triangle! auditory feedback.
Experiment 2 compared responses to pitch-shifted voice and
pitch-shifted pure-tone~sinusoidal! auditory feedback.

A. Experiment 1

1. Subjects

Nineteen healthy female subjects~21–36 years of age;
mean age525.5 years! participated in this study. Previous
studies using perturbed voice auditory feedback have re-
vealed no differences in voiceF0 response measures be-
tween male and female subjects~unpublished observations!.
In order to maintain a similar relationship between voiceF0

and harmonics of the voice and tone feedback across all sub-
jects, only female subjects were tested in this experiment. All
subjects passed a hearing screening at 15-dB SPL~octave
frequencies between 500–8000 Hz!, and reported no history
of neurological deficits, speech, language, or voice disorders.
None of the subjects were trained singers.

2. Apparatus and procedures

Subjects were seated comfortably in a sound-treated
booth and instructed to vocalize /u/ vowel sounds at a com-
fortable and steady habitual pitch while listening in near-real
time to pitch-shifted voice and/or tone auditory feedback
over headphones. Subjects were instructed to maintain their
voice pitch regardless of any auditory feedback disturbance
they might hear. Subjects sustained each vocalization for ap-
proximately 5 seconds at 77 dB SPL~self-monitored visually
with a Dorrough loudness monitor model 40-A!. Each sub-
ject produced 48 vocalizations across four blocks of 12 con-
secutive vocalizations. Vocalizations were transduced with
an AKG boom-set microphone~HSC 200; microphone-to-
mouth distance of 5 cm!, and then amplified by a Mackie
mixer ~model 1202!. A 534-Hz triangular tone (TT) pro-
duced by a function generator~Wavetek model 188! served
as the external auditory tone. A 534-Hz tone was selected as
the nonvoice sound after pilot study data. These data re-
vealed very little overlap between the fundamental and har-
monic frequencies of the 534-Hz tone with the harmonics of
a female voice produced at habitual pitch. Voice and tone
signals were processed for pitch shifting using an Eventide
Ultraharmonizer~SE 3000! controlled by Musical Instrument
Digital Interface software~MAX v3.5.9 by Opcode!. During
each vocalization beginning 500–1000 ms after vocal onset,
the Ultraharmonizer was triggered five times in succession to
increase or decrease voice or tone feedback pitch by 100
cents~equal to one semitone! each for a duration of 300 ms
with a minimum interstimulus interval of at least 600 ms
between perturbations. The onset of each pitch-shift stimulus
was rapid, with a rise time of approximately 10 ms. To par-
tially mask bone-conducted feedback and reduce potential
binaural beating with tone feedback, voice and tone signals
were mixed~Mackie mixer model 1202-VLZ!, with 70-dB
SPL pink noise~Goldline Audio Noise Source, model PN2;
spectral frequencies 1 to 5000 Hz!. Feedback signals were
amplified with a Crown audio amplifier~D75-A!, routed
through HP decibel attenuators~model 350D!, and fed back
to the subjects via circumaural AKG headphones~model
HSC 200!. Voice and tone loudness feedback, when ampli-
fied, were perceptually equalized at about 88 dB SPL.
Acoustical equipment was calibrated with a Bru¨el & Kjær
2203 sound-level meter~weighting A! prior to data collec-
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tion. The ‘‘A’’-weighting scale was used because of low-
level hum of the ventilation system and rack-mounted equip-
ment in the building and laboratory immediately adjacent to
the sound-attenuated booth.

Each subject participated in four experimental condi-
tions in a randomized order. Subjects vocalized sustained /u/
vowels and heard

~1! only their amplified voice feedback, which was subse-
quently pitch shifted (Vps).

~2! only amplified triangle tone feedback, which was subse-
quently pitch shifted (TTps). In this case, the subject’s
voice feedback was not amplified or pitch shifted, so the
primary source of auditory feedback was the tone. How-
ever, subjects may have been able to perceive the voice
signal through the bone-conducted pathway.

~3! both their amplified voice feedback and triangle tone
feedback, but only their voice feedback was pitch shifted
(Vps1TT).

~4! both their amplified voice feedback and triangle tone
feedback, but only the triangle tone feedback was pitch
shifted (V1TTps).

B. Experiment 2

1. Subjects

Nineteen healthy female subjects~19–30 years of age;
mean age523 years! who did not participate in experiment
1, were tested in this study. Subject selection criteria were
identical to experiment 1.

2. Apparatus and procedures

The methodology was similar to experiment 1; however,
the external auditory tone was a 534-Hz pure-tone (PT)
stimulus~Wavetek function generator model 188!. Four con-
ditions were tested for each subject in a random order:Vps ,
PTps , Vps1PT, V1PTps .

3. Data analysis

In each experiment for each condition, the subject’s vo-
cal signal, auditory feedback, control pulse indicating direc-
tion of the pitch shift, and TTL trigger pulse indicating onset
of the pitch-shift stimulus were recorded. Signals were digi-
tized on-line onto a laboratory computer at a 12-bit sampling
rate of 10 kHz~5-kHz antialias filtering! using A/D conver-
sion software~MACLAB CHART v3.5 by AD Instruments!.

In off-line analysis~IGOR PROsoftware, version 4.0 by
Wavemetrics, Inc.! the voice signal was low-pass filtered at
200 Hz, differentiated, and then smoothed with a five-point
binomial, sliding window so as to remove high-frequency
harmonics from the audio signals. A wave representing tem-
poral fluctuations in voiceF0 ~where voltage corresponded
to F0 in hertz! was then extracted from these preprocessed
signals using a custom software algorithm inIGOR PRO. This
algorithm detected positive-going threshold-voltage cross-
ings, interpolated the time fraction between the two sample
points that constituted each crossing, and calculated the re-
ciprocal of the period defined by the center points. TheseF0

signals were then converted to a cents scale using the follow-

ing equation: cents5100(12(log10( f 2/f 1))/log10(2)), where
f 1 equals an arbitrary reference note at 195.997 Hz~G4! and
f 2 equals the voice signal in hertz. The conversion of volt-
age signals to cents permitted a relative comparison of the
extent of change in theF0 in response to a pitch modulation
across all conditions, regardless of baselineF0 ~Baken and
Orlikoff, 2000!. Voice signals were then low-pass filtered at
20 Hz to remove sharp discontinuities associated with each
glottal cycle. Event-related averages were generated for each
subject and for each experimental condition by time-aligning
the voice signals with pitch-shift stimulus onset~TTL control
pulse!. Event-related averages consisted of a minimum of 15
trials, each with a 400-ms prestimulus baseline and a 600-ms
poststimulus response window. A pitch-shift response was
automatically identified using a custom software algorithm,
and the pitch-shift response magnitude and latency were con-
currently measured from each event-related average. Pitch-
shift responses were identified as valid or invalid responses
according to the criteria below. A valid response was defined
as a deviation from the averagedF0 baseline trace with a
magnitude>2 standard deviations~SDs! of the prestimulus
baseline, a peak time>120 ms and a latency>50 ms but
<400 ms after stimulus onset.

4. Statistical analysis

The total number of trials in each experiment equaled
152 ~19 subjects34 feedback conditions32 pitch-shift
stimulus directions!. To determine if the total number of
valid responses~response prevalence! differed across condi-
tions, nonparametric Cochran’sQ was calculated separately
for each experiment across the four conditions collapsed
across stimulus direction. Previous studies have indicated
that responses to downward pitch shifts do not differ quanti-
tatively from responses elicited by upward pitch-shifts~Bur-
nettet al., 1998; Hainet al., 2000; Larsonet al., 2001!. Sta-
tistical analyses for pitch-shift response magnitude and
latency were calculated only for valid responses in each ex-
periment. Raw data for response magnitude and latency did
not fulfill assumptions of normality~non-normal distribution,
small sample size, and unequal samples per cell! and there-
fore Bonferoni corrected nonparametric repeated Friedman’s
ANOVAs were calculated for each variable~Siegel and Cas-
tellan, 1988!. Additionally, all valid responses were catego-
rized according to whether they changed in the opposite di-
rection~compensatory response! or the same direction as the
pitch-shift stimulus~‘‘following’’ response! ~Burnett et al.,
1998!. The proportion of compensatory and following re-
sponses was then compared across all conditions in each ex-
periment and submitted to significance testing using a chi-
square analysis. Furthermore, response prevalence for pitch-
shifted triangular~experiment 1! and pure tone~experiment
2! feedback were compared using a chi-square analysis. Re-
sponse magnitude and latency were compared across experi-
ments with Wilcoxon Mann–Whitney U tests.
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III. RESULTS

A. Experiment 1

1. Response prevalence

Response prevalence differed significantly across the
four conditions ~Fig. 1!. More valid pitch-shift responses
were elicited for voice feedback pitch shifts (Vps) than for
perturbed triangular tone feedback (TTps) ~Cochran’s Q
512.66, df53, p,0.05). Response prevalence for voice
feedback pitch shifts (Vps), and voice feedback pitch shifts
in the presence of tone feedback (Vps1TT) were signifi-
cantly greater than that for tone feedback pitch shifts in the
presence of voice (V1TTps) ~McNemar’s post hoc tests:
x255.56, df51, p,0.05; x254.96, df51, p,0.05, respec-
tively!.

2. Response magnitude and latency

Response magnitude differed significantly across voice
and tone feedback pitch-shift conditions~Friedman’s F
57.11, k53, p,0.05, Fig. 2!. Post hoctesting indicated
response magnitude for voice feedback pitch shifts~23613
cents! and voice feedback pitch shifts in the presence of tone
~20611 cents! were significantly greater than that for tone
feedback pitch shifts~1266 cents;p,0.05). The response
magnitudes for tone feedback pitch shifts in the presence of
voice ~1064 cents! were lower than that for the other three
conditions, but were excluded from statistical analysis due to
poor response prevalence~small proportion of valid re-
sponses!. Response latency did not differ across experimen-
tal conditions~Friedman’sF51.34, k53, p.0.05, Fig. 3!.
Mean response latency varied from 106 ms~voice feedback
pitch shifts! to 113 ms~tone feedback pitch shifts!. Mean
response latency was lowest for tone feedback pitch shifts in
the presence of voice~95 ms!, but again this condition was
excluded from analysis due to low response prevalence.

3. Response type

The proportion of compensatory and following re-
sponses did not vary across conditions as seen in Fig. 4
(x251.11, df51, p.0.05). Across all four conditions, the
majority of valid pitch-shift responses~81%! was compensa-
tory. That is, the responses were in the opposite direction of
the pitch-shift stimulus. A few responses~19%! were ‘‘fol-
lowing’’ or in the same direction as the pitch-shift stimulus.
Although statistically nonsignificant, a greater proportion of
following responses was observed for tone feedback pitch
shifts in the presence of voice~29%! than for any other con-
dition ~less than 20%!.

B. Experiment 2

1. Response prevalence

Results from experiment 2 using a pure tone as the ex-
ternal auditory stimulus were similar to experiment 1. The
number of valid responses differed significantly across all

FIG. 2. Bar graph displaying mean response magnitude~cents! across four
conditions for experiment one~triangle tone! and two ~pure tone!. Filled
bars represent mean response magnitude61 SD across conditions for sub-
jects in experiment 1. Unfilled bars represent mean response magnitude61
SD across conditions for subjects in experiment 2. Abbreviations: same as
Fig. 1.

FIG. 3. Bar graph displaying mean response latency~ms! across four con-
ditions for both experiment one~triangle tone! and two~pure tone!. Filled
bars represent mean response latency61 SD across conditions for subjects
in experiment 1. Unfilled bars represent mean response latency61 SD
across conditions for subjects in experiment 2. Abbreviations: same as
Fig. 1.

FIG. 1. Bar graph displaying response prevalence~%! across four condi-
tions for both experiment one~triangle tone! and two~pure tone!. Filled bars
represent mean % of response prevalence for subjects in experiment 1. Un-
filled bars represent mean % of response prevalence for subjects in experi-
ment 2. Abbreviations:Vps5voice feedback with voice pitch shifted;
Tps5tone feedback with tone pitch shifted;Vps1T5voice and tone feed-
back with only voice pitch shifted;V1Tps5voice and tone feedback with
only tone pitch shifted.
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four conditions~Cochran’sQ511.76, df53, p,0.05, Fig.
1!, indicating that the pitch-shift response was not equally
prevalent for voice and pure-tone feedback pitch shifts. Re-
sponse prevalence for voice feedback pitch shifts and voice
feedback pitch shifts in the presence of pure-tone feedback
were significantly greater than that for pure-tone feedback
pitch-shifts in the presence of voice~McNemar’spost hoc:
x256.32, df51, p,0.01 andx254.99, df51, p,0.05, re-
spectively!.

2. Response magnitude and latency

Response magnitude differed significantly across condi-
tions as seen in Fig. 2~Friedman’s F56.73, k53, p
,0.05), indicating that the extent of pitch-shift response
magnitude varied for voice and pure-tone pitch-shifts. Re-
sponse magnitude for voice feedback pitch shifts~22613
cents! and voice feedback pitch shifts in the presence of pure
tone ~19613 cents! were significantly greater than that for
pure-tone feedback pitch shifts~1266 cents;p,0.05). The
response magnitude for pure-tone feedback pitch shifts in the
presence of voice~964 cents! was lower than that for the
other three conditions, but was excluded from statistical
analysis due to the significantly greater proportion of invalid

responses. As seen in Fig. 3, response latency did not differ
across experimental conditions~Freidman’sF52.01, k53,
p.0.05). Mean response latency varied from 110 ms~pure-
tone feedback pitch shifts! to 121 ms~voice feedback pitch
shifts!. Mean response latency was lowest for pure-tone
feedback pitch shifts in the presence of voice~105 ms!.

3. Response type

The proportion of compensatory and following re-
sponses did not vary across conditions as seen in Fig. 4
(x251.21, df51, p.0.05). Across all four conditions, the
majority of the pitch-shift responses~81%! was compensa-
tory, but a few responses~19%! were following. Addition-
ally, a greater proportion of following responses was ob-
served for pure-tone feedback pitch shifts in the presence of
voice ~28%! than any other condition~less than 18%!.

C. Experiment 1 and experiment 2

Pitch-shift response prevalence did not vary with the
nature of external auditory tone~triangular or pure tone; see
Table I!. That is, between-experiment comparisons demon-
strated comparable response prevalence for triangular and
pure-tone feedback pitch shifts (x251.19, df51, p.0.05).
Similarly, response prevalence did not differ for voice feed-
back pitch shifts in the presence of tone~triangular or sinu-
soidalx251.01, df51, p.0.05) or when tone~triangular or
sinusoidal! was shifted in the presence of voice (x250.96,
df51, p.0.05). The finding of reduced response prevalence
for V1Tps condition across both experiments suggests that
the audio–vocal system may rely more on voice feedback
than on tone feedback for maintaining vocalF0 stability.
Response magnitude and response latency did not vary with
triangular or pure tone~Wilcoxon Mann–Whitney statistic,
p.0.05), indicating that similar patterns of responses were
elicited regardless of the type of external auditory tone. Fur-
thermore, the proportion of compensatory and following re-
sponses was similar across both experiments, suggesting that
the audio–vocal system responds in a similar fashion to com-
plex and simple nonverbal external stimuli~Table I!.

FIG. 4. Bar graph displaying response type~%! across four conditions for
both experiment one~triangle tone! and two~pure tone!. Filled bars repre-
sent % of compensatory responses in experiment 1. Filled horizontal striped
bars represent % of following responses in experiment 1. Unfilled bars rep-
resent % of compensatory responses in experiment 2. Unfilled vertical
striped bars represent % of following responses in experiment 2. Abbrevia-
tions: same as Fig. 1.

TABLE I. Comparisons of response characteristics: % of response prevalence, mean response magnitude
~cents6SD!, mean response latency~ms6SD!, and % of response direction across the four conditions ofVps

~voice feedback with voice pitch shifted!, Tps ~triangular or sinusoidal tone feedback with tone pitch-shifted!,
Vps1T ~voice and tone feedback with only voice pitch shifted!, andV1Tps ~voice and tone feedback with only
tone pitch shifted! in each of two experiments@triangle tone stimulus (TT), or pure-tone stimulus (PT)].

Conditions
Experiment

Vps Tps Vps1T V1Tps

TT PT TT PT TT PT TT PT

Prevalence 82% 83% 74% 66% 82% 79% 34% 30%
Mean mag.
~61 SD!

23
~613!

22
~613!

12
~66!

12
~66!

20
~611!

19
~613!

10
~64!

9
~64!

Mean latency
~61 SD!

105
~639!

124
~645!

113
~645!

110
~640!

108
~633!

110
~645!

95
~635!

105
~645!

Compensatory
Responses

80% 82% 89% 87% 81% 81% 71% 72%

Following
Responses

20% 18% 11% 13% 19% 19% 29% 28%
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IV. DISCUSSION

The role of the pitch-shift response in stabilizing voice
F0 by correcting for pitch perturbations has been widely rec-
ognized~Burnettet al., 1998; Burnett and Larson, 2002; Do-
nath et al., 2002; Hain et al., 2000; 2001; Larsonet al.,
2001; 2000; Natkeet al., 2003; Natke and Kalveram, 2001!.
Additionally, there has been preliminary evidence for the
presence of reflexive changes in voiceF0 in response to
short-duration nonverbal sounds such as claps~Baer, 1979!
and clicks ~Sapir et al., 1983b!. Others have reported that
when the pitch of whistle is altered, subjects produce a com-
pensatory response that is similar to the pitch-shift response
~Anstis and Cavanagh, 1979!. Compensatory voiceF0 re-
sponses have also been elicited by sinusoidal modulations of
saw-tooth tones, suggesting the presence of a short latency
brainstem auditory–laryngeal reflex pathway~Sapir et al.,
1983a!. Whether the audio–vocal system responds to pitch
changes in nonvoice tones in the presence of unperturbed
voice feedback has not been examined before. The present
study demonstrates a compensatory vocal response to pitch
changes in external nonverbal auditory tones in the presence
of amplified, unaltered voice feedback.

Regardless of the ability of the system to respond to
both voice or nonvoice feedback, the audio–vocal system
appears to depend more on voice feedback than tone feed-
back to stabilize voiceF0 . This was demonstrated by greater
response prevalence and magnitude for conditions where
voice feedback was pitch shifted (Vps ,Vps1T). Conversely,
response prevalence was lowest in the condition where voice
feedback was not pitch shifted (V1Tps). That is, voice feed-
back but not tone feedback appears to be used as the guiding
referent to correct for perceived changes in voiceF0 . Simi-
larly, response magnitude was greatest for conditions where
voice feedback was available and pitch shifted (Vps ,Vps

1T), and lowest for the condition where voice feedback was
absent (Tps) or unperturbed (V1Tps). This increased sensi-
tivity and dependence on voice would be necessary to pre-
vent a person’s voice from varying excessively with fluctua-
tions in external environmental sounds. The lower response
magnitude to pitch fluctuations in conditions where tone was
shifted could reflect a mechanism employed by the audio–
vocal system to avoid phonatory instability. If the audio–
vocal system were equally sensitive to changes in voice and
tone feedback, a person’s voice would fluctuate with changes
in the pitch of sounds in the surrounding environment. This
selective sensitivity of the audio–vocal system to voice over
tone may help explain how singers in a choir are able to
maintain their vocal pitch in the presence of conflicting au-
ditory feedback from adjacent singers or instruments. How-
ever, future studies are needed to address the role of unre-
lated voice auditory feedback on elicitation of voiceF0

responses. Nevertheless, our finding that subjects responded
to pitch perturbations in the tone demonstrates that when a
subject vocalizes in the presence of another acoustical signal,
pitch perturbations in the external sound could destabilize
voice F0 . In other words, subjects would have greater diffi-
culty holding a steady voiceF0 in the presence of external
periodic sounds. Results from the present study suggest that
the magnitude of the instability is small~e.g., 9–10 cents!,

but under some circumstances~perhaps extremely noisy con-
ditions or underlying vocal pathology!, the instability could
be greater.

The difference in sensitivity to the voice and tone feed-
back signals may reflect developmental or environmental
factors important for voice control. Humans are dependent
on voice for speech, and the dominance of voice over tone
may be an inherent feature of the audio–vocal system
adapted to enhance communication effectiveness.

Although it is important to understand why responses to
the two types of signals~voice and tone! differed, it is
equally important to understand factors that led to similari-
ties in responses. That is, subjects produced compensatory
responses to both the voice and tone-shifted signals with
similar response latency, even though the magnitude and
prevalence to the tone-shifted signals were reduced. These
similarities suggest that the audio–vocal system may respond
to a common property of both simple and complex tones.
The most likely candidate for such an acoustical property is
F0 . However, the 200–300-Hz difference in frequency be-
tween the tone~534 Hz! and the voiceF0 of the subjects
would seem to be dissimilar enough, to obviate confusion of
the tone for the subject’s own voice feedback. All subjects
verbally reported that the tone signal sounded much different
than their voice. Moreover, results of pitch perception ex-
periments indicate that people can detect differences in tone
frequencies as small as 3 to 4 Hz~Wier et al., 1977!, sug-
gesting that the 200- to 300-Hz difference between the voice
and the tone signals in the present experiment should have
been easy to discriminate. It is unlikely that overlap in har-
monic frequencies of the tone and harmonics of the voice
feedback accounted for the similarities in results reported
here, because similar results were obtained with the pure-
tone signal~no harmonic frequencies!.

An alternative consideration is whether an overlap be-
tween harmonic frequencies of the voice signal and theF0 of
the tone signals accounted for the similarities in results. As a
test of this possibility, we subjected 30% of our data to FFT
analysis to determine if there was a pattern of overlap be-
tween theF0 and harmonics, of the voice and the tones. By
comparing the frequency components of voice output with
that of the tone feedback, regions of overlap could be easily
identified. The results of these FFT analyses showed that
there was no systematic overlap between voice harmonics
and tone frequencies for all 30% of data. Thus, overlap in
frequency content~or masking of tone by voice! between the
voice and tone signals does not appear to explain our data.

Since it seems unlikely that similarities inF0 of the
signals or overlaps of harmonic content of the signals can
easily explain the similarity in responsiveness to the voice
and tone signal, other explanations are needed. One possibil-
ity is that the audio–vocal system is a very adaptable system
and will respond to changes in the voice as well as changes
in frequency of any tone while a subject is vocalizing. Thus,
the audio–vocal system may utilize a nonselective ‘‘pitch
change detector’’ to respond to perturbations in pitch of pe-
riodic types of auditory feedback. Such adaptability would
be advantageous in that it would allow the system to respond
to the subject’s voice regardless of theF0 . Through a pro-
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cess of development, the system could learn to respond to a
subject’s voice at many different frequencies, and this could
result in a system that is not selective to precise acoustical
properties of feedback signals, only a change in frequency
per se.One could also argue that since the control of whis-
tling frequency is sensitive to perturbed pitch feedback~An-
stis and Cavanagh, 1979!, the system is capable of a motor
response to perturbations in pitch of any frequency-
modulating device that a person has learned to control. Such
an outcome would predict that control of frequency in any
musical instrument might also be sensitive to perturbations
in pitch as well~Parlitz and Bangert, 1999!. It is unlikely that
startle responses could account for the results since upward
and downward pitch-shift stimuli led to compensatory re-
sponses~71%–89% of the time! with an average latency
between 95–124 ms. If the subjects were startled by the
stimuli, one would expect short-latency, noncompensatory
responses due to a contraction of laryngeal adductor and res-
piratory muscles resulting only in increases in subglottal
pressure and voiceF0 . Moreover, startle responses habituate
to repeated stimulation~Shalevet al., 1992!, while responses
to pitch-shifted voice feedback do not.

Finally, in previous reports using the pitch-shifting tech-
nique, we have reported that some responses ‘‘follow’’ the
stimulus direction while most oppose the perturbation direc-
tion ~compensation!. Such compensatory behavior and error
correction have also been observed in other sensory and mo-
tor systems including the visual, auditory, and articulatory
systems~Baum et al., 1996; Cole and Abbs, 1988; Gracco
and Abbs, 1985; Held, 1965; Shaiman and Gracco, 2002!. In
an investigation on the role of auditory adaptation in the
speech domain, human subjects were provided auditory feed-
back in which the vowel formants being produced were
shifted slowly over time~Houde and Jordan, 1998!. Over
4220 trials, subjects adjusted vowel production to compen-
sate for the vowel’s perturbed identity. In the present study
we observed that most responses were compensatory and a
small minority of them were of the following type. More-
over, there was a nonsignificant increase in numbers of fol-
lowing responses in conditions where the tone was shifted
rather than the voice. It was previously noted that more fol-
lowing responses were observed with large magnitude
stimuli ~Burnettet al., 1998!, and it was speculated that feed-
back signals that differ from the voice could lead subjects to
change their choice of referent and follow the stimulus di-
rection ~Hain et al., 2000!. The larger numbers of following
responses with tone stimuli in the present study support this
speculation, but more data are needed before we can ad-
equately explain such responses.

V. CONCLUSION

The present study tested the responses of the audio–
vocal system to pitch perturbations in voice and external
nonvoice sounds. Results demonstrate that the system re-
sponds with a robust compensatory response to pitch
changes in both voice and external nonvoice sounds~trian-
gular and pure tones!. However, greater response magnitudes
were observed to pitch-shifted voice feedback compared to
pitch-shifted tone feedback, suggesting that the audio–vocal

system depends chiefly on voice feedback to stabilize voice
F0 . Even in the presence of simultaneous voice and tone
feedback signals, the system appears to rely more on voice
feedback than external nonvoice feedback. Furthermore, the
presence of a pitch-shift response to pitch perturbations in
either a nonverbal complex or pure tone, suggests that the
audio–vocal system is sensitive to changes in fundamental
frequency of tonal feedback rather than the harmonic energy.
The ability of the audio–vocal system to respond to both the
subject’s voice and external tone stimuli may reflect a flex-
ible system capable of adapting to behavioral and develop-
mental changes in vocal behavior.
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This paper examines lip and jaw kinematics in the production of labial stop and fricative consonants
where the duration of the oral closure/constriction is varied for linguistic purposes. The subjects
were speakers of Japanese and Swedish, two languages that have a contrast between short and long
consonants. Lip and jaw movements were recorded using a magnetometer system. Based on earlier
work showing that the lips are moving at a high velocity at the oral closure, it was hypothesized that
speakers could control closure/constriction duration by varying the position of a virtual target for the
lips. According to this hypothesis, the peak vertical position of the lower lip during the oral
closure/constriction should be higher for the long than for the short consonants. This would result
in the lips staying in contact for a longer period. The results show that this is the case for the
Japanese subjects and one Swedish subject who produced non-overlapping distributions of closure/
constriction duration for the two categories. However, the peak velocity of the lower lip raising
movement did not differ between the two categories. Thus if the lip movements in speech are
controlled by specifying a virtual target, that control must involve variations in both the position and
the timing of the target. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1840531#

PACS numbers: 43.70.Aj, 43.70.Bk@PFA# Pages: 858–878

I. INTRODUCTION

This paper examines lip and jaw kinematics in the con-
trol of lip closure/constriction duration in labial stop and
fricative consonants, where the duration of the oral closure/
constriction is varied for linguistic purposes. Based on earlier
work on lip movements~Löfqvist and Gracco, 1997!, it was
hypothesized that speakers could vary the duration of the
oral closure by shifting the position of a virtual target for the
lips. For example, the target for the lower lip would be at a
higher vertical position for a long than for a short consonant.
Such a strategy would make the lips stay in contact for a
longer time. Preliminary evidence for such a strategy for
controlling closure duration was provided for one Swedish
speaker by Lo¨fqvist ~2000!. In addition, Löfqvist and Gracco
~1997! found a positive correlation between closure duration
and the peak vertical position of the lower lip during the oral
closure, but the range of closure durations was not very large
in their study.

The results presented by Lo¨fqvist and Gracco~1997!
showed that the lips were moving at close to their peak ve-
locities at the instant of labial closure. The high velocity at
the impact resulted in tissue compression making the airtight
seal for the stop consonant. In addition, mechanical interac-
tions between the lips were observed, with the lower lip
pushing the upper lip upward due to its higher velocity.
These results were compatible with the idea of a virtual tar-
get for the lips that would have them move beyond each
other. Such a control strategy would ensure that the lips will
make a closure irrespective of variations in their onset posi-
tions.

Although there are several acoustic studies of long and
short consonants, e.g., Finnish~Lehtonen, 1970!, Bengali
and Turkish~Lahiri and Hankamer~1988!, Swedish~Elert,
1964!, and Japanese~Beckman, 1982; Han, 1994!, not much
is known about possible differences in the articulation of
long and short consonants. Electropalatographic studies of
Italian stops have shown that the amount of tongue palate
contact is larger for geminate than for single stops, and also
that there is a general increase in the extent of tongue-palate
contact with increasing closure duration~Farnetani, 1990!;
similar results for American English have been presented by
Byrd ~1995!. An x-ray study of French consonants by Vax-
elaire~1995! suggested that the area of tongue palate contact
was larger for the long~abutted! stops than for the short
ones. Lehisteet al. ~1973! recorded the activity of the upper
lip muscles in a subject producing long and short labial con-
sonants in Estonian, and found that the long cognate was
generally produced with two successive peaks in the EMG
signal. Dunn~1993! studied lip movements in long and short
consonants in Italian and Finnish. Using a derived measure
of lip aperture, she found that the lips stayed in contact for a
longer period of time for the long sounds; however, the
movement kinematics were not consistently different for the
long and short consonants. A related study by Smith~1995!
examined lip and tongue movements in single and geminate
consonants in Japanese and Italian. Of particular interest for
the present study, Smith found that the closing movements of
the lips were slower for the geminate than for the single
consonant.

Although Löfqvist and Gracco~1997! proposed the idea
of a virtual target for lip movements, they also noted that it
might be applicable to other articulators as well, since when-
ever two articulators make contact, at least one of them con-
sists of soft tissue. Moreover, recent work on tongue move-

a!Parts of this paper were presented at the First Pan-American/Iberian Meet-
ing on Acoustics, Cancun, Mexico, 2–6 December, 2002.

b!Electronic mail: lofquist@haskins.yale.edu
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ments in speech has explored a similar idea. In this case, the
argument has been made that the virtual target for the tongue
in the production of a velar stop consonant is above the hard
palate in the nasal cavity. Empirical studies of tongue move-
ment kinematics, showing that the tongue can be moving at a
high velocity at the instant of oral closure~Fuchs et al.,
2001; Löfqvist and Gracco, 2002!, and modeling work using
a virtual target~Perrieret al., 2003! have shown some sup-
port for this idea. It should be pointed out that this study does
not address the broader issue of the potential role of virtual
targets in speech motor control. The current experiment was
only designed to examine a specific hypothesis about virtual
targets for the lips.

The hypothesis to be explored in the present study is that
a temporal property in speech, i.e., the duration of a labial
closure/constriction for stops and fricatives, is governed by
varying a spatial control parameter, i.e., lip target position.
Although the coordinate system for speech motor control is
not known, one proposal views the proper control regime as
tract variables, e.g., lip aperture which is implemented
jointly by movements of the upper and lower lips and the jaw
~e.g., Saltzman and Munhall, 1989!. Thus, it is possible that
the kinematics of both the upper lip, the lower lip, and the
jaw will differ for long and short consonants. Due to the
mechanical interactions between the lips discussed above
and further elaborated below, measurements will primarily
be made of the lower lip movements. However, the peak
velocity of the closing movement of the upper lip and the
closing movement of a derived measure of lip aperture will
be also examined, since they occur before the lips meet. This
focus on the lower lip is methodological and should not be
taken as evidence that the control is limited to the lower lip.

In its simplest form, the hypothesis about a change in
virtual position only considers the movement displacement
and assumes that other aspects of the movement, e.g., timing,
remain unchanged. For epistemological reasons, such a
simple and restricted hypothesis is most easily refuted and
thus helpful for a further understanding of lip aperture con-
trol in speech. In terms of motor control, the theoretical
framework is similar to the model proposed by Gottliebet al.
~1989!, where the magnitude and the duration of the under-
lying force pulse can be controlled. In the present case, the
assumption is that only the magnitude of the pulse is
changed to produce a long consonant.

If the hypothesis that speakers vary the position of a
virtual target for the lower lip to produce long and short
consonants is correct, the following predictions can be made
of the lip movements in long and short consonants:

~1! The peak position of the lower lip is higher for a long
than for a short consonant. If this is true, the following
additional predictions can also be made:

~2! There is a positive correlation between the vertical posi-
tions of the upper and lower lips at the point in time
when the lower lip reaches its highest vertical position.
This follows from the previously observed mechanical
interactions between the two lips with the lower lip
pushing the upper lip upward~Löfqvist and Gracco,
1997!. With the lower lip reaching a higher vertical po-

sition for a long consonant, it would push the upper lip
further upward. Hence, the upper lip position at this
point in time is higher for a long than for a short conso-
nant.

~3! A long consonant is produced with a larger lower lip
closing displacement than a short consonant. Further-
more, this is due to a difference in the vertical end posi-
tion of the lower lip and not to a difference in its starting
position.

~4! A long consonant is produced with a higher peak closing
velocity of the lower lip. This follows from the strong
correlation between movement displacement and peak
velocity that has been observed in both speech and non-
speech movements~e.g., Cooke, 1980; Ostryet al.1983;
Kelso et al., 1985; Vatikiotis-Bateson and Kelso, 1993;
Hertrich and Ackermann, 1997; Lo¨fqvist and Gracco,
1997!. One exception to this pattern can occur when a
movement of one articulator is truncated by a following
gesture, so that its movement displacement is decreased
~e.g., Munhallet al., 1992; Harringtonet al., 1995; Byrd
et al., 2000!. Interestingly, a different kind of truncation
is shown in the lip data presented by Lo¨fqvist and
Gracco~1997!, when the lowering movement of the up-
per lip is checked by the rising lower lip. The same
phenomenon is observed in the present study.

We should note from the outset that any observed differ-
ences will be in the order of a few mm, since the lip move-
ments in labial consonants are usually 1 cm or less, depend-
ing on the vowel context~e.g., Löfqvist and Gracco, 1997!.
To test the hypothesis of variations of the position of a vir-
tual to control closure/constriction duration, speakers of
Japanese and Swedish were studied. Both these languages
have a contrast between long and short consonants, although
the structure of the length contrast differs in the two lan-
guages. In Swedish, there is a durational relationship be-
tween a vowel and a following consonant. That is, a short
vowel is followed by a long consonant, while a long vowel is
followed by a short consonant. In addition, there may be
differences in vowel quality between the long and short vow-
els in Swedish~cf., Hadding-Koch and Abramson, 1964;
Fant, 1973!. Most likely due to these additional components
of the length contrast for Swedish consonants, the difference
in duration between a long and short consonant is often quite
small, and there may be a substantial overlap between the
distributions of the closure durations of long and short con-
sonants~Elert, 1964!. In Japanese, the difference in closure
duration is much larger than in Swedish, with the long ones
being about twice as long as the short ones~e.g., Beckman,
1982; Han, 1994!.

II. METHOD

A. Subjects

Four female native speakers of Japanese and two native
speakers of Swedish, one male and one female, served as
subjects. They reported no speech, language, or hearing
problems. They were naive as to the purpose of the study.
Before participating in the recording, they read and signed a
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consent form.~The experimental protocol was approved by
the IRB at the Yale University School of Medicine.!

B. Linguistic material

The linguistic material consisted of Japanese and Swed-
ish words, occurring in a short carrier sentence. To keep the
phonetic context of the labial consonants as similar as pos-
sible, the consonant was placed between the open vowel /a/,
whenever possible. The specific reason for keeping the con-
text similar was the predicted larger lower lip vertical dis-
placement for the long than for the short consonants. Unless
the position of the lower lip at the start of the closing move-
ment was very similar for the long and short consonants, the
observed result might simply be due to differences between
the onset positions for the long and short consonants. As a
consequence, differences in peak velocity might also be due
to differences in displacement related to different onset po-
sitions. As will be discussed below, the attempt to control the
onset position of the lower lip was not always successful,
however.

In Japanese, the following words were used: ‘‘napa,’’
‘‘nappa,’’ ‘‘sama,’’ ‘‘samma,’’ ‘‘tofuru,’’ and ‘‘daffuru.’’ The
labial consonant in the two last words is a bilabial fricative
/F/. The Swedish subjects produced the following words:
‘‘rapa,’’ ‘‘rappa,’’ ‘‘Saba,’’ ‘‘sabba,’’ ‘‘rama,’’ ‘‘ramma,’’
‘‘slafa,’’ and ‘‘haffa.’’ The linguistic material was organized
into randomized lists and presented to the subjects in Swed-
ish and Japanese writing, with the words occurring in a short
frame sentence with sentence stress on the test word. Fifty
repetitions of each word were recorded.

C. Movement recording

The movements of the lips and jaw were recorded using
a three-transmitter magnetometer system~Perkell et al.,
1992!; when proper care is taken during the calibration, the
spatial resolution of the system is in the order of 0.5 mm.
Receivers were placed on the vermilion border of the upper
and lower lip, and on the lower incisors at the gum line. Two
additional receivers placed on the nose and the upper incisors
were used for the correction of head movements. All receiv-
ers were attached using Isodent, a dental adhesive. Care was
taken during each receiver placement to ensure that it was
positioned at the midline with its long axis perpendicular to
the sagittal plane. Two receivers attached to a plate were
used to record the occlusal plane by having the subject bite
on the plate for a brief interval during the recording. All data
were subsequently corrected for head movements and rotated
to bring the occlusal plane into coincidence with thex axis.
This rotation was performed to obtain a uniform coordinate
system for all subjects~cf., Westbury, 1994!; the origin of the
coordinate system was the receiver placed on the upper inci-
sors.

The articulatory movement signals~induced voltages
from the receiver coils! were sampled at 500 Hz after low-
pass filtering at 200 Hz. The resolution for all signals was 12
bits. After voltage-to-distance conversion, the movement sig-
nals were low-pass filtered using a 25-point triangular win-
dow with a 3-dB cutoff at 14 Hz; this was done forwards and

backwards to maintain phase. A measure of lip aperture was
obtained by calculating the difference between the upper and
lower lip vertical receivers. To obtain instantaneous velocity,
the first derivative of the position signals was calculated us-
ing a three-point central difference algorithm. The velocity
signals were smoothed using the same triangular window.
Movement onsets and offsets were defined algorithmically at
zero-crossings in the velocity signal. The peak movement
velocity was also labeled algorithmically. Signal averages
were obtained using the onset of oral closure, defined in the
acoustic signal, as the line-up point, and with a temporal
window extending 100 ms before and 150 ms after the
line-up point; these averages were only used for visualization
purposes and all measurements were based on the individual
tokens. All the signal processing was made using the Haskins
Analysis Display and Experiment System~HADES! ~Rubin
and Löfqvist, 1996!.

The acoustic signal was preemphasized, low-pass fil-
tered at 4.5 kHz, and sampled at 10 kHz. The onset and
release of the oral closure for the stops and nasals were iden-
tified in waveform and spectrogram displays of the acoustic
signal. The onset of the closure was identified by the de-
crease in the signal amplitude. For the fricatives, the cessa-
tion and reappearance of voicing were used to identify the
constriction phase.

The duration of the oral closure/constriction was mea-
sured in the acoustic signal. The vertical receiver positions of
the lips and the jaw were measured at the onset and offset of
the oral closing movement. The peak vertical velocity of the
closing movement was also measured. Finally, the vertical
position of the upper lip was measured at the point in time
when the lower lip reached its peak vertical position. The
displacement of the closing movement was calculated as the
difference between the onset and offset vertical positions.
The measurements of the upper lip closing movement were
problematic due to interactions between the upper and lower
lips. This is illustrated in Fig. 1, showing a short~left panel!
and a long~right panel! nasal consonant produced by Japa-
nese subject NY. The shaded areas in the left and right panels
show the lip movements during the nasal consonant. In the
production of the short nasal in ‘‘sama’’~left panel!, there is
only one zero-crossing in the upper lip velocity signal during
the consonant. However, in the production of the long nasal
in ‘‘samma’’ ~right panel!, there are three zero-crossings in
the upper lip velocity signal during the consonant. They oc-
cur because the lower lip checks the descent of the upper lip
and pushes it upward, as can be seen in the upper lip position
signal @see Löfqvist and Gracco~1997! for a detailed analy-
sis of these patterns#. Thus, the upper lip displacement could
not be reliably measured, in particular for the long conso-
nants where most of these interactions occurred. The peak
velocity of the upper lip closing movement was measured,
however, since it occurs before the lips meet; the arrows in
Fig. 1 show the peak velocities of the upper and lower lip
closing movements. Similarly, the peak closing velocity of
the lip aperture signal was measured.

T-tests were used to assess differences between the long
and short consonants for each subject. With 50 repetitions of
each word, the tests have 98 degrees of freedom. To adjust
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for an elevated type I error rate due to multiple comparisons,
a conservativea-level of 0.001 was adopted.

III. RESULTS

A. Closure duration

Figure 2 presents the duration of the oral closure/
constriction for the Swedish subjects. In Fig. 2, there is con-
siderable overlap between the closure durations for the long
and short consonants, in particular for subject AG. The sta-
tistical analysis revealed that subject AG did not reliably
distinguish the closure durations of the long and short voice-
less consonant /p/,t(98)52.23, ns, but did so for the voiced
stop /b/,t(98)55.01, p,0.001, the nasal /m/,t(98)57.87,
p,0.001, and the fricative /f/,t(98)59.98, p,0.001. In
contrast, Swedish subject NR reliably used different closure/
constriction durations for all the consonants,t(98)515.57,
7.79, 7.52, and 20.21, for /p,b,m,f/, respectively, withp
,0.001 in all cases. Figure 3 plots the same results for the
Japanese subjects. Here, and in contrast to the Swedish re-
sults, there is no overlap between the closure/constriction
durations for the long and short consonants for any of the
subjects or consonants. The closure/constriction duration of
the long consonant is about twice as long as that for the short
ones. The statistical analysis showed that all the Japanese
subjects produced highly significantly different closure/

constriction durations for the long and short consonants,
t(98)541.44, 24.99, 29.38, and 34.18 for the labial stop /p/
for subjects HI, Y, NY, and SS, respectively. The correspond-
ing t values for the labial nasal /m/ were 38.12, 24.89, 29.84,
and 32.35 for subjects HI, MY, NY, and SS, respectively, and
34.79, 42.12, 29.7, and 31.2 for the bilabial fricative for sub-
jects HI, MY, NY, and SS, respectively.

B. Movement kinematics

Figure 4 shows signal averages~aligned to the beginning
of the acoustic closure! of the lip and jaw movements for the
four Japanese subjects, since many of the subsequent analy-
ses will be focused on these subjects. The arrows show the
direction of the movement~they have been left out for the
jaw since its movement was very small!. Note that the win-
dow used for signal averaging includes movements during
the vowels before and after the short consonants. Since the
lip receivers were placed at the vermilion border of the upper
and lower lips, the lip receivers are about 0.5–1.5 cm apart
vertically when the lips are closed. With one exception, the
lower lip of Japanese subject HI in Fig. 4~a!, all the lip
movements predominantly occur in the vertical dimension.
Thus, the focus on the vertical movement dimension is jus-
tified. A comparison of the lower lip movement patterns for
the long and short consonants in Fig. 4 shows that the lower
lip tends to reach a higher vertical position for the long

FIG. 1. A short~left panel! and a long~right panel! nasal consonant produced by Japanese subject NY. The shaded area in each panel shows the oral closure
for the consonant. The arrows point at the peak velocities of the upper and lower lip closing movements.
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~dashed lines! than for the short ones~solid lines! for all
subjects, although the magnitude of the difference varies be-
tween subjects. The difference is in the order of a few mm, in
particular for Japanese subjects MY, NY, and SS. It is also
evident in Fig. 4 that the lip movements differ for the stop
and the nasal, on the one hand, and the fricative, on the
other; the fricative is bilabial. In particular, the lower lip
reaches a lower vertical position for the fricative than for the
stop and the nasal, while the upper lip has a higher position
during the fricative than during the stop and the nasal.

The main focus of this study is on the kinematics of the
lower lip. An analysis of jaw movements revealed no consis-

tent differences between the long and short consonants; the
jaw movements were very similar. As mentioned above, the
analysis of upper lip movements is complicated by interac-
tions between the upper and lower lips. That is, the upper lip
lowering movement was often checked by the lower lip rais-
ing movement. These interactions also depend on the posi-
tions of the lip receivers~cf., Löfqvist and Gracco, 1997, for
a more detailed analyses of such interactions!. Figure 5 pre-
sents the results of the peak upper lip lowering velocity for
the Swedish and Japanese subjects’ productions of the short
and long stop and nasal consonants; for the fricatives, the
upper lip movement was very small and often less than 1

FIG. 2. Closure duration~mean and standard deviation! for the Swedish subjects.

862 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Anders Lofqvist: Lip kinematics



mm. From Fig. 5, it is evident that there is no overall pattern
for the speakers. The Swedish speaker AG produced the
short and long consonant with almost identical velocities of
the upper lip. On the other hand, Swedish speaker NR pro-
duced all the long consonants with a significantly higher ve-
locity of the upper lip than the short ones@ t(98)510.87,
12.62, and 12.34 for /p,b,m/, respectively,p,0.001]. In con-
trast, the Japanese speakers tended to use higher upper lip
velocities for the short consonants than for the long ones. For
the labial stops, the upper lip velocity difference was signifi-
cant for subjects HI, NY, and SS,t(98)57.12, 4.56, and
3.34,p,0.001. For the nasals, the diference was significant
for subjects HI, MY, and SS,t(98)515.61, 6.65, and 6.01,
p,0.001.

C. Peak vertical lower lip position during the closure

Figure 6 plots the peak lower lip vertical position for the
Swedish subjects. According to the hypothesis, the lower lip
should reach a higher vertical position for the long than for
the short consonants. The results for the two subjects differ,
however. A comparison between the peak lower lip position
for the long and short consonants showed no significant dif-
ference for Swedish subject AG,t(98)52.01, 1.61, 1.61, and
0.39 for /p,b,m,f/, but significant differences for Swedish
subject NR, with the lower lip reaching a slightly higher
position for the long consonants.,t(98)56.8, 4.9, 7.56, and
5.18 for /p,b,m,f/, withp,0.001 in all cases.

Figure 7 plots the same results for the Japanese subjects.
Here, the peak lower lip position was significantly higher for
the long than for the short consonants for all four Japanese
subjects. For HI,t(98)54.22, 8.4, and 15.58 for the stop,
nasal, and fricative, respectively, withp,0.001. The corre-
sponding t statistics for Japanese subject MY were 10.7,
11.99, and 8.51, for Japanese subject NY 17.55, 21.77, and
12.25, and for Japanese subject SS 26.62, 23.38, and 15.12.

These results thus mostly agree with the prediction of a
higher peak lower lip vertical position during the closure for
the long than for the short consonants. All the Japanese sub-
jects and one of the Swedish subjects produced the long
consonants with a higher lower lip vertical position during
the closure/constriction for the long than for the short con-
sonants. Due to the overlap in closure/constrictions durations
for the Swedish consonants and their more restricted ranges
than those of the Japanese subjects, the Swedish data are not
particularly useful for testing the original hypothesis. Thus,
in the following, the focus will be on the Japanese results.

D. Interactions between the lips

Table I presents the vertical position of the upper lip at
the point in time when the lower lip reaches its highest ver-
tical position for the Japanese subjects. As predicted, the up-
per lip vertical position at the point in time when the lower
lip reaches its highest vertical position was significantly
higher for the long than the short consonants for subject HI
@ t(98)53.45, 7.04, and 7.09, for the stop, nasal, and frica-
tive, respectively, withp,0.001], the stops and nasals of
subjects MY@ t(98)53.54, and 5.94# and SS@ t(98)511.28
and 4.61#, and the stops of subject NY@ t(98)59.07#. How-

FIG. 3. Closure duration~mean and standard deviation! for the Japanese
subjects.

863J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Anders Lofqvist: Lip kinematics



FIG. 4. Average lip and jaw signals for the Japanese subjects HI and MY. The arrows show the direction of movement. The subjects are facing to the left.
Average lip and jaw signals for the Japanese subjects NY and SS. The arrows show the direction of movement. The subjects are facing to the left.
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FIG. 4. ~Continued.!

865J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Anders Lofqvist: Lip kinematics



FIG. 5. Peak upper lip lowering velocity for the Swedish and Japanese subjects~mean and standard deviation!.
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ever, the fricatives of subjects NY and SS showed significant
higher upper lip positions for the short than for the long
consonant@ t(98)54.41, and 3.32,p,0.001]. There was no
difference for the fricative of Japanese subject MY@ t(98
52.34)#, and for the nasals of subject NY@ t(98)52.5#.

E. Lower lip closing displacement

The third hypothesis predicts that the lower lip closing
displacement is larger for the long than for the short conso-
nants. In an attempt to make the vertical onset position of the

lower lip closing movement as similar as possible, the vowel
context of the labial consonants were made similar. How-
ever, both the Swedish subjects produced the long and short
consonants with different onset positions of the lower lip. It
was always lower for the long consonants, most likely re-
flecting the more open vowel quality of the preceding short
vowel and with higher first and, often, second formant fre-
quencies than its long cognate~Fant, 1973!. Thus, the hy-
potheses about larger lower lip closing displacements and
velocities in long consonants could not be assessed for the

FIG. 6. Peak lower lip vertical position~mean and standard deviation! for the Swedish subjects.
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Swedish subjects. Similarly, all four Japanese subjects pro-
duced the long bilabial fricative with a significantly lower lip
onset position than its short cognate, so these two hypotheses
could not be verified for this consonant in the Japanese ma-
terial.

Table II summarizes the lower lip closing displacement
for the stops and nasals for the Japanese subjects. For all
subjects, the lower lip displacement is larger for the long
than for the short consonants. Thet-tests showed all the dif-
ferences between the lower lip displacement for the long and
short stops to be significant@Japanese subject HI:t(98)
53.83; Japanese subject MY:t(98)54.89; Japanese subject
NY: t(98)511.02; Japanese subject SS:t(98)59.66, with
p,0.001 in all cases#. The same was true for the nasals
@Japanese subject HI:t(98)57.33; Japanese subject MY:
t(98)58.35; Japanese subject NY:t(98)517.41; Japanese
subject SS:t(98)518.12, withp,0.001 in all cases#.

Since this result could be due to a difference in onset
position, offset position, or both, Table III shows the vertical
onset position of the lower lip closing movement. Thet-tests
revealed no significant differences in the lower lip onset po-
sition between long and short consonants except for the na-
sals of subjects NY@ t(98)56.61,p,0.001# and SS@ t(98)
518.12,p,0.001#, which had a lower position for the long
than for the short consonants.

The hypothesis about a larger lower lip raising displace-
ment for the long than for the short consonants was sup-
ported by the results for the Japanese productions of stops
and nasals. Moreover, there was no difference in the onset
position of the lower lip closing movement between the long
and short consonants, with two exceptions. However, inspec-
tion of Fig. 7 and Table III shows that the difference in the
peak lower lip position for the nasals is 2.1 and 2.9 mm for
subjects NY and SS, respectively, while the difference in the

FIG. 7. Peak lower lip vertical position~mean and standard deviation! for
the Japanese subjects.

TABLE I. Japanese subjects’ upper lip vertical position at the point in time
of lower lip peak vertical position~mm!. The standard deviation is shown
within parentheses.

Subject p pp m mm f ff

HI 25.9
~0.81!

25.4
~0.8!

25.3
~0.6!

24.3
~0.84!

22.0
~0.71!

21.2
~0.42!

MY 24.7
~1.13!

24.0
~0.97!

24.7
~0.72!

23.7
~0.95!

23.1
~0.42!

23.3
~0.5!

NY 2.2
~0.49!

3.4
~0.84!

2.0
~0.73!

2.5
~1.04!

3.8
~0.69!

3.2
~0.7!

SS 20.3
~0.8!

1.1
~0.4!

0.3
~0.7!

1.1
~0.97!

3.2
~0.61!

2.8
~0.62!

TABLE II. Japanese subjects’ lower lip raising displacement~mm!. The
standard deviation is shown within parentheses.

Subject p pp m mm

HI 4.5
~0.78!

5.1
~0.73!

4.2
~0.58!

5.3
~0.87!

MY 9.7
~1.53!

11.3
~1.65!

7.6
~1.22!

9.9
~1.5!

NY 9.6
~0.99!

11.6
~0.82!

6.8
~0.85!

10.0
~0.95!

SS 13.9
~0.5!

16.5
~1.46!

9.4
~1.02!

13.1
~1.03!
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onset position is 1.0 and .8 mm. Thus, the difference in the
peak lower lip position is greater than the difference in the
lower lip onset position. Hence, the results the nasals of sub-
jects NY and SS are compatible with the original hypothesis
about a larger closing displacement of the lower lip for the
long than for the short consonants.

F. Lower lip peak closing velocity

The next hypothesis to be evaluated predicts that the
peak closing velocity of the lower lip is higher for the long
than for the short consonants. This is based on the commonly
found strong relationship between movement displacement
and peak velocity~e.g., Cooke, 1980; Ostryet al., 1983;
Kelso et al., 1985; Vatikiotis-Bateson and Kelso, 1993; Her-
trich and Ackermann, 1997; Lo¨fqvist and Gracco, 1997!.
Figure 8 plots the peak velocity of the lower lip closing
movement for the Japanese subjects’ production of stops and
nasals. Contrary to the prediction, there were no significant
differences between the peak closing velocity of the lower
lip between the long and short consonants except for the
stops of subject MY@ t(98)53.44,p,0.001#, but here the
short stops were produced with a higher lower lip closing
velocity. Thus, this particular prediction was not supported
by the data. This is puzzling given the commonly observed
very strong correlation between movement displacement and
peak velocity. To provide a closer view of this particular
relationship, Fig. 9 plots the lower lip displacement and peak
velocity separately for the long and short consonants, the
stops in Fig. 9~a! and the nasals in Fig. 9~b!. Interestingly,
the expected positive relationship only holds within the long
and short consonants, but not between them. All the correla-
tions are significant and all are above 0.9, with the exception
of the long stops and nasals of subject NY~lower left panels
in Fig. 9!. The predicted results would have the data points
for the long and short consonants form a continuous func-
tion, with the long ones, the open triangles, being higher than
the short ones, the filled squares. Thus, these results strongly
suggest that these subjects do not control the duration of the
oral closure in long and short consonants by only varying the
position of a virtual target of the lower lip during the oral
closure: The long and short consonants have different control
regimes. The original hypothesis is thus wrong. So, how do
these subjects control the duration of the oral closure? One
potential answer is provided by the slopes of the regressions
shown in Fig. 9. This slope is one representation of the stiff-
ness of the movement~cf. Kelso et al., 1985!. For all sub-

jects except HI~where the slopes are almost identical!, the
slopes are higher for the short than for the long consonants,
thus suggesting that the short consonants are produced with
stiffer movements. However, examination of the 95% confi-
dence intervals for the slopes of the long and short conso-
nants only showed no overlap for subject MY.

Before examining movement stiffness in more detail, we
will look at the peak closing velocity of the derived lip ap-
erture signal. The results are shown in Table IV. The first
thing to note is that in most of the cases, the short consonant
is produced with a higher lip aperture closing velocity; the
only exceptions are the nasals of subject SS, where the long
consonant has a higher velocity, and of subject NY, where

TABLE III. Japanese subjects’ lower lip verical position at the onset of the
closing movement. The standard deviation is shown within parenthesis.

Subject p pp m mm

HI 224.6
~0.78!

224.5
~0.83!

223.7
~0.5!

223.6
~0.46!

MY 221.7
~1.37!

221.1
~1.09!

219.0
~1.01!

219.1
~0.93!

NY 221.4
~1.01!

221.1
~0.75!

219.4
~0.63!

220.4
~0.84!

SS 224.9
~1.12!

224.9
~1.39!

220.8
~0.88!

221.6
~1.09!

FIG. 8. Peak velocity of the lower lip closing movement~mean and standard
deviation! for the Japanese subjects.
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there is no difference. Overall, the difference is not very
large, however, and the statistical analysis only showed three
of the differences to be significant: the stops for subjects MY
@ t(98)53.93,p,0.001# and NY @ t(98)53.38,p,0.001#,
and the nasals of subject HI@t~98!57.01, p,.001#.

G. Velocity and acceleration of the lower lip

Figures 10 and 11 plot averages~aligned to the begin-
ning of the acoustic closure! of the lower lip position, veloc-
ity, and acceleration signals for the Japanese subjects’ pro-
ductions of labial stops and nasals, respectively; Fig. 10
shows the stops and Fig. 11 the nasals. The long consonants

are shown by the dashed lines. Several observations can be
made about these results. First, the position signals show that
the peak position of the lower lip does not occur at the same
point in time for the long and short consonants. Only for the
stops of subject HI is there a similarity in the timing of the
peaks in the position signals for the long and short conso-
nants. For all other cases, the peak lower lip position occurs
later in the long than in the short consonant. Second, the
lower lip raising velocity signals for the short consonant
show the bell-shaped characteristic of simple movements.
However, for the long consonants, the velocity of the lower
lip shows a change around the second zero crossing, just

FIG. 9. Lower lip raising displacement and peak velocity for the Japanese subjects’ production of labial stops. Lower lip raising displacement and peak
velocity for the Japanese subjects’ production of labial nasals.
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before it for subjects MY, NY, and SS, and just after it for
subject HI, so that the velocity curve is not symmetric. Third,
the acceleration signals indicate that the deceleration of the
lower lip is momentarily reduced for the long consonants.
This adjustment is apparently made to maintain the lower lip
in a high position~subject HI! or keep it moving upwards
~subjects MY, NY, and SS! and thus in contact with the upper
lip for a longer period of time. For the long stops of subject
HI, the deceleration almost reaches zero@lower left panel in
Fig. 10~a!#.

FIG. 9. ~Continued.!

TABLE IV. Peak closing velocity of the lip aperture signal. The standard
deviation is shown within parenthesis.

Subject p pp m mm

HI 2139.2
~13.79!

2128.8
~10.04!

2131.6
~11.16!

2113.5
~14.53!

MY 2189.8
~23.11!

2173.3
~18.67!

2157.8
~17.69!

2149.0
~17.44!

NY 2183.4
~14.75!

2173.2
~15.24!

2157.0
~19.51!

2157.1
~20.38!

SS 2255.6
~24.44!

2243.9
~25.03!

2191.0
~18.9!

2195.5
~18.2!
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H. Movement stiffness

The regressions shown in Fig. 9 between the displace-
ment and peak velocity of the lower lip closing movement
suggest that there might be a difference in the stiffness of the
movements for the long and short consonants. To pursue this
issue in more detail, another measure of stiffness was calcu-
lated as the temporal interval between movement onset and
peak velocity~cf. Adamset al., 1993; Hertrich and Acker-
mann, 1997!. This was applied to both the lower lip and lip
aperture closing movements. The results are shown in Fig.
12. In all cases, this interval is shorter for the short than for

the long consonants, suggesting a stiffer movement for the
short than for the long ones. The statistical analysis showed
this difference to be significant for the lower lip and the stops
@Fig. 12~a!#, t(98)53.15, 10.65, 9.36, and 9.42 for Japanese
subjects HI, MY, NY, and SS, respectively, withp,0.001 in
all cases. The same was true for the lower lip and the nasals,
t(98)516.59, 6.67, 17.63, and 9.33 for Japanese subjects HI,
MY, NY, and SS, respectively, withp,0.001 in all cases.
For the lip aperture, shown in Fig. 12~b!, this interval was

FIG. 10. Signal averages of lower lip position, velocity, and acceleration for the labial stops produced by the Japanese subjects HI and MY. The vertical line
in the velocity and acceleration panels represents zero velocity and acceleration. Signal averages of lower lip position, velocity, and acceleration for the labial
stops produced by the Japanese subjects NY and SS. The vertical line in the velocity and acceleration panels represents zero velocity and acceleration.
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reliably shorter for the short than for the long stops in the
three subjects MY, NY, and SS@ t(98)56.4, 6.87, and 9.47,
with p,0.001 in all cases#. The large standard deviation for
subject HI is due to the fact that it was sometimes hard to
find a proper zero crossing in her lip aperture velocity signal.
For the nasals, the interval was again shorter in the short than
in the long consonants in three subjects HI, NY, and SS
@ t(98)58.16, 10.96, and 8.25, withp,0.001 in all cases#.
Subject MY did not show a statistical difference for the na-
sals.

IV. DISCUSSION

Consistent with the different structure of the length con-
trast in Swedish and Japanese, the distributions of closure/

constriction duration for long and short consonants showed
considerable overlap in the Swedish data but not in the Japa-
nese data. As a consequence, the distributions of closure/
constriction durations spanned a smaller temporal range in
Swedish than in Japanese, making the Japanese data more
suitable for testing the original hypothesis about virtual tar-
gets. As noted, in Swedish, there are variations in the dura-
tion and quality of the preceding vowel~cf. Hadding-Koch
and Abramson, 1964; Fant, 1973!. Overall the results for
closure/constriction duration in Swedish and Japanese found
in the present study are in close agreement with those ob-
tained in other studies.

The results for all four Japanese speakers, and most of

FIG. 10. ~Continued.!
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them for one of the Swedish speakers~NR!, confirm three of
the four predictions stated in the introduction: The lower lip
reaches a higher vertical position during the closure for long
than for short labial consonants~see the results for Swedish
subject NR in the right half of the panels in Fig. 6, and all the
results for the Japanese subjects in Fig. 7!. As shown in Table
I, the vertical position of the upper lip is higher at the point
in time when the lower lip is at its highest position during the
closure for the long stops and nasals, but generally not for
the fricatives. This is most likely due to the complete oral

closure for the stops and the nasal, whereas the fricative
requires a narrow constriction. The closing movement of the
lower lip has a larger displacement for long than for short
consonants~Table II! which is generally due to a difference
in the end position~Fig. 7! and not in the onset position
~Table III!. Crucially, however, the final prediction was not
supported by the empirical results. That is, the predicted
higher peak closing velocity of the lower for the long than
for the short consonants was not found~Fig. 8!. Thus, the
observed differences in lower lip movement between long

FIG. 11. Signal averages of lower lip position, velocity, and acceleration for the labial nasals produced by the Japanese subjects HI and MY. The vertical
line in the velocity and acceleration panels represents zero velocity and acceleration. Signal averages of lower lip position, velocity, and acceleration for
the labial nasals produced by the Japanese subjects NY and SS. The vertical line in the velocity and acceleration panels represents zero velocity and
acceleration.
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and short consonants are not due to a change only in virtual
target position. Interestingly, the expected close relationship
between movement displacement and peak velocity was only
found to hold within the long and short consonants sepa-
rately ~Fig. 9! but not across them, as originally predicted.
Assuming that speakers use virtual targets for consonant
movements, these results suggest that the subjects did not
produce the different closure/constriction durations by only
changing the position of a virtual target, but rather by chang-
ing both its position and timing. In particular, they modified
the deceleration of the lower lip movement to keep it in
contact with the upper lip for a longer period of time~Figs.
10 and 11!. The original hypothesis assumed a change only

in the displacement of the underlying excitation pulse~cf.
Gottlieb et al., 1989!, but the results also suggest that the
duration of the pulse is changed. Although no electromyo-
graphic recordings were attempted in this study, such record-
ing might show a longer duration of activity in the lower lip
muscles for the long than for the short consonants~cf. Le-
histeet al. 1973!. At the same time, the lower lip movement
pattern during the closure is affected by its contact with the
upper lip. Recordings of the contact pressure between the
lips could help in further clarifying their interactions.

The results shown in Fig. 2 for the Japanese subjects
indicate that the lip movements predominantly occur in the
vertical dimension, except for subject HI. Interestingly, the

FIG. 11. ~Continued.!
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movement pattern of her lower lip@shown in the left panels
of Figs. 10~a! and 11~a!# shows that its peak position oc-
curred approximately at the same time for the long and short
consonants; for the other Japanese subjects the lower lip
reached its highest position later for the long than for the
short consonants. The results for subject HI also differed
from those of the other three Japanese subjects in the upper
lip movement pattern during the oral closure when the two
lips interact. Specifically, all the upper lip movement patterns
of subject HI were similar to the one shown in the left panel
of Fig. 1, i.e., the lip kinematics during the production of a
short labial nasal; this was also true for the long consonants.

In contrast, the other three subjects generally showed a pat-
tern like the one shown in the right panel of Fig. 1, where
there is more than one zero-crossing in the upper lip velocity
signal during the closure for a long consonant. Possibly, ana-
tomical differences in bite type may explain these differences
between the subjects. The movement trajectories shown in
Fig. 4 indicate that the vertical separation between the upper
and lower lip receivers during the oral closure is slightly
larger for subject HI than for the other subjects. Although
differences in receiver position will influence the nature and
amount of observed lip interaction during the oral closure,
the results shown in Table I do not indicate that subject HI

FIG. 12. The interval from movement onset to peak velocity~mean and standard deviation! of the lower lip closing movement for the Japanese subjects. The
interval from movement onset to peak velocity~mean and standard deviation! of the lip aperture closing movement for the Japanese subjects.
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generally shows a different pattern of upper and lower lip
interaction that might be due to different receiver placement.

Although no systematic differences in jaw kinematics
were found between the long and short consonants, the upper
lip lowering movement peak velocity was higher for the
short than for the long consonants in the Japanese subjects
~Fig. 5!, but not always statistically significant. Similarly, the
lip aperture closing velocity tended to be higher for the short
than the long consonants, although the differences were only
significant in three cases~Table IV!. These trends are similar
to the results presented by Smith~1995!. At the same time,
the Swedish subject who produced the long and short conso-
nants with different durations~NR! produced the long ones
with a higher upper lip closing velocity than the short ones,
cf. Fig. 5. Interestingly, Smith~1995! found a similar differ-
ence between Japanese and Italian.

The lip movements of the short consonants tended to be
made with higher stiffness, measured both in the lower lip
and in the lip aperture signal~Fig. 12!. This might be due to
the shorter movement times of the lips for the short conso-
nants, since movement stiffness tends to decrease with
movement duration, at least when such durational changes
have been due to changes in speaking rate~e.g., Adams
et al., 1993!.

In summary, the present results suggest that the original
hypothesis about only a change in the position of a virtual
target for the lips in the control of closure duration needs to
be modified. Clearly, and as shown in Figs. 10 and 11, both
the position and the timing of the target is changed. At the
same time, the idea of a spatial control of a durational prop-
erty in speech is interesting and receives some qualified sup-
port in the present study. That is, a speaker can use variations
in lip displacement to make changes in closure duration for
labial consonants.

To further understand the production of long and short
consonants, some additional studies can be considered. One
is to study the development of this contrast in children’s
speech, since lip movements can be recorded using noninva-
sive procedures~e.g., Greenet al., 2000!. Another interesting
issue in the production of long and short labial consonants is
the coordination of lip and tongue movements. Lo¨fqvist and
Gracco ~1999! showed that more than 50% of the tongue
movement from the first to the second vowel in a VCV se-
quence with a labial stop occurred during the stop closure.
The material presented by Smith~1995! suggests that the
tongue movement might be altered so that the tongue moves
slower during the closure for a long consonant in Japanese.
Finally, since the tongue is moving during the closure for a
lingual stop consonant~e.g., Löfqvist and Gracco, 2002!, one
might predict that the tongue movement during the closure is
slower for a long than for a short consonant in order to main-
tain the contact between the tongue and the palate. Lo¨fqvist
~2003, 2004! presents evidence that this is indeed the case.
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Effects on the glottal voice source of vocal loudness variation
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Subglottal pressure is one of the main voice control factors, controlling vocal loudness. In this
investigation the effects of subglottal pressure variation on the voice source in untrained female and
male voices phonating at a low, a middle, and a high fundamental frequency are analyzed. The
subjects produced a series of /pae/ syllables at varied degrees of vocal loudness, attempting to keep
pitch constant. Subglottal pressure was estimated from the oral pressure during the /p/ occlusion.
Ten subglottal pressure values, approximately equidistantly spaced within the pressure range used,
were identified, and the voice source of the vowels following these pressure values was analyzed by
inverse filtering the airflow signal as captured by a Rothenberg mask. The maximum flow
declination rate~MFDR! was found to increase linearly with subglottal pressure, but a given
subglottal pressure produced lower values for female than for male voices. The closed quotient
increased quickly with subglottal pressure at low pressures and slowly at high pressures, such that
the relationship can be approximated by a power function. For a given subglottal pressure value,
female voices reached lower values of closed quotient than male voices. ©2005 Acoustical
Society of America.@DOI: 10.1121/1.1841612#

PACS numbers: 43.70.Gr, 43.70.Aj@AL # Pages: 879–885

I. INTRODUCTION

Variation of vocal loudness is normally achieved by
changes of subglottal pressurePS . Such changes affect the
voice source not only by increasing its amplitude, but also by
changing other of its waveform parameters. The effect of
variation of thePS on the voice source flow waveform, or
the flow glottogram, has been studied in several investiga-
tions of untrained voices~Holmberg et al., 1988, 1989;
Sulter and Wit, 1996; Stathopoulos and Sapienza, 1993; Her-
tegård and Gauffin, 1991! and professional singers~Sund-
berg et al., 1999!. The results have demonstrated thatPS

significantly affects several flow glottogram parameters, such
as closed quotient (Qclosed), maximum flow declination rate
~MFDR!, peak-to-peak pulse amplitude (Û), leakage, the
level differenceH1-H2 between partials 1 and 2 of the
source spectrum, and the speed quotient. These observations
have mostly been based on measurements from three or four
pressure values. Also, in most of these investigations voice
F0 has been allowed to vary freely. Holmberget al. ~1989!
found that a variation of fundamental frequencyF0 did not
significantly affect any of the flow glottogram parameters
that they studied. On the other hand, a clear effect ofF0 has
been found in professional singers~Sundberget al., 1999!.

While it is clear thatPS significantly affects certain flow
glottogram parameters, it is not possible to specify in quan-
titative terms the relationship betweenPS and flow glot-
togram parameters in untrained voices on the basis of three
or four pressure values. Yet, such approximations should be
relevant to attempts to improve the naturalness of synthe-

sized speech. They should also provide a useful basis for
improving the theory of the glottal voice source. The aim of
the present investigation was to investigate, in quantitative
terms, the relation betweenPS and a set of acoustically rel-
evant voice source parameters in untrained voices. To realize
this aim, a wide range of pressures was studied at low,
middle, and highF0.

II. METHOD

Fifteen females and 14 males, age range 20–40 years,
volunteered as subjects. None of them had any formal voice
training, although some had a modest experience of singing
in amateur choirs. None were smokers, none had any history
of voice disorders or pulmonary disease, and none had any
cold at the time of the experiment. None of them reported a
hearing loss.

The recording consisted of two parts. First, a 30-s
sample of the subjects’ normal speaking pitch was secured
by asking them to describe a picture that was shown to them
and their meanF0 during this task was determined. Second,
the subjects were presented with a real-time phonetogram
display showing SPL versusF0 and a cursor adjusted to the
subject’s meanF0 ~FOG program, Hitech Development AB,
Sweden!. The subjects were then asked to repeatedly pro-
nounce the syllable@pae:# at a gradually varying degree of
vocal loudness that ranged from loudest to softest possible,
while trying to keepF0 constant. Three fundamental fre-
quencies were selected, one corresponding to the subject’s
mean speakingF0, one 6 semitones higher, and one 12 semi-
tones higher. This task was greatly facilitated by the real-a!Author to whom correspondence should be addressed.
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time visual feedback offered by the phonetogram program.
Indeed, all subjects but four~one female and three male!
managed to keep theirF0 constant within62 semitones.
Each subject performed this task at least three times for each
F0. No instructions were given regarding register, and while
all male subjects used modal register for allF0 values, some
of the female subjects seemed to produce the highestF0 in a
different register. The experimental setup is shown in Fig. 1.
The flow signal was captured by means of a flow mask
~Glottal Enterprises!. Oral pressure during the p-occlusions
was measured by a pressure transducer attached to a thin
plastic tube, inner diameter 4 mm, that the subjects held in
the corner of their mouths. The flow and pressure signals
were recorded on a multichannel TEAC RD-200T PCM data
recorder together with an audio signal recorded at 30 cm
from the mouth. Calibration was undertaken on two occa-
sions, before the first recording and before recording the 11th
subject. The flow transducer was calibrated by recording on
the same PCM recorder airflow obtained from a pressure
tank and measured by a rotameter. Likewise, the pressure
transducer was calibrated by recording various pressures as
determined by a manometer. SPL was calibrated by sustain-
ing a vowel sound of which the SPL was measured by means
of a B&K sound-level meter, the microphone of which was
held next to the audio microphone.

The analysis was performed using theSWELL SIGNAL

Workstation program package~Hitech Development AB,
Sweden!. Each recording on the tape was digitized, one file
for eachF0 condition. The total number of files was 87~for
each subject 3F0 conditions, 14 male and 15 female sub-
jects!. Each file comprised three channels, one for audio, one
for flow, and one for pressure sampled at 20, 10, and 10 kHz,
respectively.

For eachF0 condition, ten pressure values were selected
that were approximately equidistantly spaced between the
highest and lowest pressures. Thereby, deviations up to62
semitones from the targetF0 were accepted. Wherever pos-
sible, pressure peaks with a flat plateau were chosen, since
such peaks indicate a constant subglottal pressure. In cases
where such peaks were not available, the pressure was mea-
sured at the end of the peak, just at the end of the occlusion.

The inverse filtering was accomplished by means of the

custom-madeDECAP program written by Granqvist. The pro-
gram requires manual setting of poles with variable frequen-
cies and bandwidths, and displays the original plus the re-
sulting inverse filtered waveform and spectrum. For
optimizing the filter frequencies and bandwidths, a flat
closed phase and an even source spectrum envelope were
applied as criteria. If needed, different filter settings were
used for different syllables in the same file.

The vowels following the selected pressure values were
analyzed. As the flow glottogram typically changed immedi-
ately after the initial consonant@p#, a period appearing after
these changes, i.e., in the quasi-steady-state part of the
vowel, was selected for measurement. The following charac-
teristics were determined for each of the ten syllables se-
lected under each condition; see Fig. 2:~1! period T; ~2!
closed phaseTclosed; ~3! peak-to-peak amplitudeÛ; ~4! Udc

flow, i.e., the mean airflow during the closed phase or the
glottal leakage; and~5! flow Umean, measured as the mean
flow amplitude during the open phase. The instant of closure
was assumed to correspond to the discontinuity in the flow
waveform that appeared at the end of the closing phase. In
addition ~6! MFDR, i.e., the negative peak amplitude of the
differentiated glottogram was measured, as well as~7! the
level differenceH1-H2 between the first and second partials
of the source spectrum obtained from a FFT analysis of the
inverse filtered waveform. FromT andTclosedthe closed quo-
tient Qclosedwas computed,Qclosed5Tclosed/T. Glottal adduc-
tion is an important aspect of phonation, affecting the ratio
between the air volume displaced in a glottal airflow pulse
and the associatedPS . This ratio can be regarded as the
glottal complianceCGl , which was approximated as

CGl5~Upulse2Udc!* Top/Ps, ~1!

whereUpulse is the mean air flow during the open phase,Udc

is the mean airflow during the closed phase, i.e., the leakage,
and Top is the duration of the open phase, i.e.,Top5T
2Tclosed. As proposed by Titze~1992!, the pressure values
Ps were expressed in terms of the normalized excess pres-
surePSEN

PSEN5~Ps2Pthr!/Pthr , ~2!

wherePthr is the threshold pressure measured for the softest
phonation observed for eachF0 condition.

III. RESULTS

Figure 3 shows the means of the maximum and mini-
mumPS used by the female and male subjects. The pressures
tended to increase withF0 both for softest and loudest pho-
nation. The meanF0 for the female and male subjects was
219.2 and 117.1 Hz~SD 15.7 and 17.7 Hz, respectively!. The
dependence in softest phonation is similar to that expected
for the phonation threshold pressure~Titze, 1992!, even
though the averaged minimum pressure for the male sub-
jects’ phonation at lowF0 was slightly higher than that ob-
served for their 6-semitones-higherF0.

For each of the 29 subjects the relationship between
PSEN and the various flow glottogram parameters was ana-
lyzed and approximated with equations, mostly linear regres-
sions. For each parameter, the constants in these equations

FIG. 1. Block diagram of the experimental setup used for the recordings.
The feedback onF0 and SPL was used to make it easier for the subjects to
keep pitch constant while varying vocal loudness.
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were averaged across subjects such that a mean relationship
was obtained; see Table I. In calculating the means for the
linear regressions, only cases with a correlation ofr>0.5
were included, random variation seemingly being of limited
interest. The table also lists the correlation, averaged across
subjects for each condition for these regressions. It should be
noted that the means thus only refer to subjects who showed
a correlation greater than 0.5. The table also lists the number
of subjects included in the calculation of the averages.

Qclosedtended to increase quickly at low pressures and to
approach an asymptote at high pressures, and could be ap-
proximated by a power function of the type

Qclosed5A2e~2a* PSEN!1B, ~3!

whereA is the asymptote,a is the curvature, andB5 ln(A).
For eachF0 and each subject these constants were optimized
using as criterion the mean of the squared difference between
the subject’s data points and the corresponding values calcu-
lated with the equation. Figure 4~a! illustrates the average
relationship for the female and male subjects. The asymptote
was higher for the male than for the female voices. The
difference was particularly great at the highF0 where the
females reached a mean of no more thanQclosed50.3, while
the corresponding value for the males was 0.44. Thea con-

FIG. 2. Example of flow glottogram~upper left panel!, its derivative~lower left panel!, and its spectrum~right panel!, and the voice source characteristics
measured.

FIG. 3. Maximum and minimum subglottal pressure averaged across subjects as function ofF0. The bars represent 1 SD.
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Û
,

gl
ot

ta
l

co
m

pl
ia

nc
e,

an
d

D
C

ai
rfl

ow
an

d
be

tw
ee

n
H

1-
H

2
an

d
Q

C
lo

se
d,

be
tw

ee
n

M
F

D
R

an
d

A
C

an
d

be
tw

ee
n

M
F

D
R

an
d

Q
C

lo
se

d.
In

th
e

ca
lc

ul
at

io
n

of
al

l
th

es
e

m
ea

ns
on

ly
th

e
N

ca
se

s
w

ith
r.

0
.5

w
er

e
in

cl
ud

ed
.

T
he

re
la

tio
ns

hi
p

be
tw

ee
nP
S

E
N

an
d

D
C

ai
rfl

ow
ha

s
be

en
di

vi
de

d
in

to
tw

o
gr

ou
ps

de
pe

nd
in

g
on

w
he

th
er

or
no

t
th

e
ai

rfl
ow

in
cr

ea
se

d
or

de
cr

ea
se

d
w

ith
in

cr
ea

si
ng

P
S

E
N.

M
V

F
0

M
V

F
0

1
6

M
V

F
0

1
12

N
A

S
D

A
lp

ha
S

D
B

D
iff

∧
2

N
A

S
D

A
lp

ha
S

D
B

D
iff

∧
2

N
A

S
D

A
lp

ha
S

D
B

D
iff

∧
2

P
S

E
N

F
em

al
es

1
5

0.
49

0.
12

0.
56

0.
3

2
0.

74
0.

07
1

5
0.

44
0.

17
0.

65
0.

47
2

0.
94

0.
04

1
5

0.
32

0.
13

0.
76

0.
46

2
1.

26
0.

04
an

d
Q

cl
os

ed
M

al
es

1
4

0.
49

0.
09

1.
09

0.
78

2
0.

73
0.

09
1

4
0.

52
0.

08
0.

83
0.

94
2

0.
66

0.
11

1
4

0.
44

0.
14

1.
43

1.
13

2
0.

88
0.

15

C
Ic

pt
r

C
Ic

pt
r

C
Ic

pt
r

M
ea

n
S

D
M

ea
n

S
D

M
ea

n
S

D
M

ea
n

S
D

M
ea

n
S

D
M

ea
n

S
D

M
ea

n
S

D
M

ea
n

S
D

M
ea

n
S

D

P
S

E
N

F
em

al
es

1
5

14
2.

8
46

2
44

.7
11

1
0.

96
7

0.
01

6
1

5
14

5
50

.4
24

.2
86

0.
91

9
0.

06
71

5
17

7.
9

57
.1

49
.1

88
.9

0.
93

4
0.

06
an

d
M

F
D

R
M

al
es

1
4

14
0.

6
61

.1
10

5.
9

10
8

0.
88

9
0.

11
21

4
23

2.
3

79
.8

64
.7

14
3

0.
92

5
0.

08
61

4
34

3.
5

10
5

95
.6

10
3

0.
94

9
0.

03
9

P
S

E
N

an
d

Û
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stant was much lower for the females, particularly at the high
F0, indicating that theirQclosed increased considerably
slower with increasing pressure than for the male subjects.

MFDR showed a strong linear correlation withPSEN,
r 50.940, andr 50.921 for the female and male subjects,
respectively. The mean relationship is illustrated in Fig. 4~b!.
MFDR for the females was much lower than for the males.
Thus, for a givenPSEN the males obtained two or three times
higher values of MFDR than the females. Moreover, the
males tended to gain a greater increase of MFDR for a given
increase ofPSEN, particularly at highF0.

The mean relationship betweenÛ andPSEN is illustrated
in Fig. 4~c!. The relationship was rather strong, 0.953
>mean r>0.884. At low PSEN values the females showed
higher values than the males. For highPSEN the males’ high
F0 showed the highestÛ values. The slope was consider-
ably steeper and increased more withF0 for the male than
for the female voices.

At the two lowerF0 values thecompliancetended to
decrease linearly with increasingPSEN, but for the highest
F0 it remained almost constant. With increasingF0 the
slope and the intercept decreased for female and male sub-
jects alike. However, compliance was substantially lower for
the female than for the male subjects. In other words, a given
PSEN yielded a much smaller compliance for the female than
for the male subjects.

The dc flow showed a correlation withPSEN in some
subjects only; see Table I. Most female subjects showed no
systematic variation at midF0, and a majority of the males
showed no systematic variation at anyF0. With increasing

PSEN the dc flow increased in some subjects and decreased in
others.

The H1-H2 measure showed a negative relationship
with Qclosed. Figure 5 shows the meanH1-H2 for different
values ofQclosed, Thus, theH1-H2 values were computed
using the averages across subjects of the slope and intercept,
listed in Table I. For the females the slope and intercept were
similar for the threeF0 values, while for the males both
slope and intercept tended to decrease with increasing
Qclosed. For a given value ofQclosed, the males showed lower
values ofH1-H2 than the females.

IV. DISCUSSION

Our findings are mostly in agreement with those re-
ported in earlier investigations. Thus, Holmberg and associ-
ates~1988! also found that the maximumQclosed was lower
for female than for male voices. Likewise, Holmberg and
co-workers’ ~1989! finding of lower values of maximum
Qclosed at high as compared to mid and lowF0. Also with
respect to the MFDR, our data are in agreement with those
reported by earlier investigations~Holmberg et al., 1995;
Sulter and Wit, 1996; Stathopoulos and Sapienza, 1993;
Titze and Sundberg, 1992!, though higher than those re-
ported by Hertega˚rd and Gauffin~1991!. For the approxima-
tion of the linear relationship MFDR toPS , a mean slope of
215 and an intercept of 156 have been observed for baritone
singers~Sundberget al., 1999!. Analyzing two degrees of
vocal loudness, comfortable and loud, as produced by 20
untrained female subjects, Holmberget al. ~1995! found a

FIG. 4. Average relationship at low, mid, and highF0 ~dotted, dashed, and solid lines, respectively! between the means of the indicated flow glottogram
characteristics and the mean normalized excess pressurePSEN for the female and male subjects~thin and heavy lines, respectively!.
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correlation of20.69 for the relationship betweenH1-H2 and
Qclosed. Our correlation for theH1-H2 and the Qclosed

amounted to20.88, 20.81, and20.64 for the female sub-
jects’ low, middle, and highF0, respectively. Our higher cor-
relation value may be due to the greater number ofPS val-
ues.

Hanson~1997! measuredH1-H2 in spectra of speech
produced by 22 female untrained voices. She found an aver-
age H1-H2 of about 3 dB for emphasized versions of the
vowels @~|,},##, produced within a carrier phrase. As the
effects of formants on theH1-H2 values were compensated
for, her data should be comparable to ours. We related
H1-H2 to Qclosed, which varied greatly withPS . Using the
constants listed in Table I for the relationship between
H1-H2 and Qclosed, our results yield anH1-H2 of 6.8, 3.1,
and 2.3 dB for low, mid, and highF0, respectively, produced
at an intermediate vocal loudness (PSEN53). If the empha-
sis in Hanson’s experiment resulted in an elevatedF0, our
values agree well with her.

With respect to leakage averaged acrossF0, our data for
female subjects were somewhat lower than those found by
Holmberg and associates~1994! and by Sulter and Wit,
1996, but similar to those reported by Hertega˚rd and Gauffin
~1991!. The leakage was considerably higher in the male
than in the female subjects, which may reflect the longer
vocal folds in males. Our values are higher for the male
subjects as compared with values reported in previous inves-
tigations ~Holmberg et al., 1994; Hertega˚rd and Gauffin,
1991; Sulter and Wit, 1996!. This discrepancy might be due
to differences in the experimental conditions. Hertega˚rd and
Gauffin found that the dc flow decreased with pressure at low
F0. We observed this trend in some of our subjects. In the
investigation of baritone singers no relationship with pres-
sure was observed. The increased leakage at higherF0 that
we found for our male subjects is in accordance with obser-
vations reported by Hertega˚rd et al. ~1992!.

Thus, while our results are mostly similar to those re-
ported in earlier investigations, the great number ofPS val-
ues allowed us to describe also in analytic form the relation-
ship betweenPS and various flow glottogram characteristics.

Our material also allows comparisons of voice source
characteristics in female and male untrained voices. As com-
pared with male voices the female voices had a lower
Qclosed, particularly at highF0. This would, at least in part,
be due to the fact that some female subjects apparently failed
to produce the highestF0 in the same vocal register as the
two lowerF0 values. Moreover, the female subjects showed
a lower MFDR for a givenPSEN and a smaller increase of
MFDR with increasingPSEN. Û was higher and increased
more withPSEN for the males. Probably these differences can
be ascribed to the shorter female vocal folds and the associ-
ated smaller glottal area; for a givenPSEN a smaller glottis
would allow less airflow, i.e., a lowerÛ than a longer glottis.
The lower female MFDR values may appear somewhat sur-
prising, since MFDR increases withF0, but the lowÛ at
high F0 should produce the opposite effect.

Thick vocal folds should be associated with a greater
phase lag between the upper and lower layers of the vocal
folds which, in turn, should result in a longer closed phase
~Sundberg and Ho¨gset, 2001!. This may be the explanation
why Qclosed was lower for high than for lowF0; the vocal
folds are elongated and hence thinner at high than at lowF0.
If females have thinner vocal folds than males, also the lower
values ofQclosedfor a givenPSEN is understandable.H1-H2
showed a strong correlation withQclosed. For low values of
Qclosed, the females showed a more dominant fundamental
than the males, suggesting a more sinusoidal flow glot-
togram. The reason for this is not clear.

Apart from the above comparisons between female and
male untrained voices, our results for the male subjects can
also be compared with those previously observed for profes-
sional operatic baritone soloists~Sundberget al., 1999!. This
comparison is facilitated by the fact that the same experi-
mental method was used in both investigations.

While the average minimum pressures were similar, the
singers’ maximumPSEN was clearly higher than those of the
untrained voices, particularly at highF0 where the mean
difference amounted to more than 40%. To some small ex-
tent this difference may be due to the fact that the singers’
high F0 was about 280 Hz, which is about 3 semitones
higher than that of the untrained voices. The main reason
would be related to the phonatory mechanism. Recalling that
all these pressures are much lower than the highest pressure
that can be produced by the human pulmonary system, the
great difference suggests a vocal fold difference. Probably,
the singers train their vocal folds such that they can cope
with higher pressures than what is appropriate for untrained
voices.

The nonsingers gained more MFDR for a given increase
of PSEN than the singers. At midF0 the singers reached
higher maximum MFDR values than the untrained male
voices, and at their maximumPSEN they reached consider-
ably higher MFDR values than the untrained males.

Qclosed affects voice timbre in the sense that it deter-
mines how great a portion of the cycle will contain a formant

FIG. 5. Average relationship at low, mid, and highF0 ~dotted, dashed, and
solid lines, respectively! between meanH1-H2 andQclosed for the female
and male subjects~thin and heavy lines, respectively!.
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ringing. With respect to the relationship betweenPSEN and
Qclosed, the singers showed less random variation than the
nonsingers, the overall mean squared departure from an op-
timized power function being 0.12 for the nonsingers and
0.007 for the singers. Disregarding the nonsingers’ greater
random variation,Qclosed showed a similar dependence on
PSEN for the singers and the nonsingers, butQclosedchanged
less withF0 in the singers. In this sense, then, the singers’
voice timbre changed less withF0 and loudness than in the
untrained voices.

The sound level of a vowel typically equals the level of
the first formant which, in turn, is determined mainly by
MFDR, other things being equal~Fant, 1960; Gramming and
Sundberg, 1988!. Two flow glottogram properties contribute
to the variation of MFDR,Û and Qclosed. Thus, both an
increase ofÛ and an increase ofQclosedcaused by an earlier
glottal closure relative to the flow pulse will cause MFDR to
increase. As can be seen in Table I, MFDR was strongly
correlated withÛ, 0.973>meanr>0.944, and slightly less
with Qclosed, 0.872>meanr>0.753. The lower correlation
for Qclosedwould at least partly depend on the fact thatQclosed

does not increase with pressure increases in the high-pressure
range. In other words, MFDR and hence the sound level will
increase because of an increase ofQclosedmainly at lowPSEN

values. At higherPSEN values the increase of MFDR is
caused by an increase ofÛ.

The compliance measure reflects the relation between
transglottal air volume andPS . It has been found to be re-
lated to the perceived degree of hyperfunction~Sundberg
et al., 2004!. It should thus increase with increasing glottal
adduction and hence should be relevant to vocal hygiene.
However, it was found to vary considerably with bothPSEN

and F0. While it may seem likely that untrained subjects
tend to increase glottal adduction withF0 and vocal loud-
ness, it is also possible that compliance varies withPs and
F0 for purely aerodynamic reasons.

Our results demonstrate the paramount relevance ofPs

to phonation.Ps variation may causeQclosedto vary between
0 and about 0.5, MFDR between almost zero to 700 or 1600
l/s2 for female and male voices, andÛ between about 0.15
and more than 1 l/s. Likewise,H1-H2 may vary between 10
or 20 dB. Also,F0 affects most flow glottogram parameters
substantially. Thus, comparisons between flow glottogram
characteristics should be made under conditions of identical
Ps andF0.

V. CONCLUSIONS

Subglottal pressure has a major influence on many voice
source parameters in untrained female and male voices.
MFDR andÛ tend to increase and compliance to decrease
linearly with normalized excess pressure, while the variation
of Qclosedwith this pressure can be approximated by a power

function. Qclosed, MFDR, and compliance are lower for fe-
males than for males. The results indicate that meaningful
comparisons ofQclosed and other flow glottogram character-
istics should refer to identical values ofPs andF0.
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Hertegård, S., and Gauffin, J.~1991!. ‘‘Insufficient vocal fold closure as
studied by inverse filtering,’’ inVocal Fold Physiology: Acoustic, Percep-
tual and Physiological Aspects of Voice Mechanisms, edited by J. Gauffin
and B. Hammarberg~Singular, San Diego!, Chap. 31.
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Synthesis fidelity and time-varying spectral change in vowels
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Recent studies have shown that synthesized versions of American English vowels are less accurately
identified when the natural time-varying spectral changes are eliminated by holding the formant
frequencies constant over the duration of the vowel. A limitation of these experiments has been that
vowels produced by formant synthesis are generally less accurately identified than the natural
vowels after which they are modeled. To overcome this limitation, a high-quality speech
analysis-synthesis system~STRAIGHT! was used to synthesize versions of 12 American English
vowels spoken by adults and children. Vowels synthesized with STRAIGHT were identified as
accurately as the natural versions, in contrast with previous results from our laboratory showing
identification rates 9%–12% lower for the same vowels synthesized using the cascade formant
model. Consistent with earlier studies, identification accuracy was not reduced when the
fundamental frequency was held constant across the vowel. However, elimination of time-varying
changes in the spectral envelope using STRAIGHT led to a greater reduction in accuracy~23%! than
was previously found with cascade formant synthesis~11%!. A statistical pattern recognition model,
applied to acoustic measurements of the natural and synthesized vowels, predicted both the higher
identification accuracy for vowels synthesized using STRAIGHT compared to formant synthesis,
and the greater effects of holding the formant frequencies constant over time with STRAIGHT
synthesis. Taken together, the experiment and modeling results suggest that formant estimation
errors and incorrect rendering of spectral and temporal cues by cascade formant synthesis contribute
to lower identification accuracy and underestimation of the role of time-varying spectral change in
vowels. © 2005 Acoustical Society of America.@DOI: 10.1121/1.1852549#

PACS numbers: 43.71.An, 43.70.Ep, 43.71.Es@RLD# Pages: 886–895

I. INTRODUCTION

A. Time-varying spectral change

Recent studies have shown that American English vow-
els are identified more accurately when time-varying changes
in the formant frequencies are preserved rather than elimi-
nated. This effect has been demonstrated in experiments in
which portions of the waveforms of natural vowels are de-
leted~Strangeet al., 1983; Nearey and Assmann, 1986!, and
in experiments with synthesized vowels that hold the fre-
quencies of the formants constant over time~Hillenbrand and
Nearey, 1999; Assmann and Katz, 2000!. Time-varying
changes in spectral shape occur~1! as a natural consequence
of coarticulation with adjacent consonants~Stevens and
House, 1963; Hillenbrandet al., 2001b! and~2! as an inher-
ent property of vowel quality, described in phonetic terms as
diphthongization, which persists even when vowels are spo-
ken in isolation~Nearey and Assmann, 1986; Nearey, 1989;
Andruski and Nearey, 1992!. Spectral variation over time
provides a dimension of phonetic contrast that helps to dif-
ferentiate pairs of vowels with similar formant patterns, such
as /(/ and /e/.

Time-varying spectral change might be expected to play
an important role when the fundamental frequency (F0) is
high, as in children’s voices. In children’s vowels, informa-

tion about the spectral envelope~such as the frequencies of
formant peaks! can be difficult to recover from the power
spectrum, because the transfer function of the vocal tract is
sparsely ‘‘sampled’’ by the harmonics of the fundamental,
compared to adult vowels. This is referred to as the ‘‘sparse
sampling’’ problem ~Ryalls and Lieberman, 1982; Diehl
et al., 1996!. Change in F0 over the time course of the vowel
could help to solve the sparse sampling problem by shifting
the frequencies of the harmonics, thereby ‘‘filling in’’ the
spectral envelope~Carlsonet al., 1975; Marin and McAd-
ams, 1991; Diehlet al., 1996; Katz and Assmann, 2001!.
However, Katz and Assmann~2001! found that vowels syn-
thesized with time-varying changes in F0 were no better
identified than vowels with stationary F0 .

Formant frequency movement over the course of the
vowel could also provide a solution to the sparse sampling
problem. That is, formant frequency movement leads to cor-
related changes in the pattern of harmonic amplitudes over
time, and these changes may facilitate the tracking of for-
mant frequencies when F0 is high. However, Assmann and
Katz ~2000! found that the benefits provided by time-varying
changes in the center frequencies of the formants were no
greater for identifying the high-pitched vowels of children
than for identifying the vowels of adults with lower F0’s. No
evidence was found for an increased role of formant-
frequency flattening in the vowels of children compared to
adults, nor was there a correlation between F0 and the effects
of formant flattening. Assmann and Katz concluded that for-

a!Electronic mail: assmann@utdallas.edu
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mant frequency movement does not solve the sparse sam-
pling problem either; instead, it contributes through its role
in the phonetic specification of vowels. One concern, how-
ever, is that this conclusion was based on vowels synthesized
using the cascade formant model, and such vowels are iden-
tified with lower accuracy than natural spoken vowels~Hill-
enbrand and Nearey, 1999; Assmann and Katz, 2000; Hillen-
brand et al., 2001a!. The aim of the current study was to
reexamine the role of time-varying spectral change in vowel
identification using a high-quality speech synthesizer to pro-
duce stimuli that are closer to natural vowels.

B. Synthesis fidelity

A basic assumption guiding speech synthesis experi-
ments is that listeners’ responses to stimulus manipulations
will accurately reflect their sensitivity to those properties
when they occur in natural speech. This assumption may not
be valid when the synthesizer distorts or fails to preserve
important features of natural speech so that the synthesized
signal is less intelligible than the original. Inaccuracies in
synthetic speech may cause listeners’ attention to focus on
stimulus properties that have low salience in natural speech,
leading to an inflated estimate of their perceptual importance.
Alternatively, distortions of the signal may draw attention
away from stimulus properties that are normally highly sa-
lient, leading to underestimation of their cue value. Hillen-
brand and Nearey~1999! and Assmann and Katz~2000! re-
ported lower accuracy for vowels produced by cascade
formant synthesis compared to the original spoken vowels.
Hillenbrandet al. ~2001a! found that the importance of du-
ration as a cue to vowel identity varied as a function of
synthesis quality, with a reduced effect of vowel duration
differences when the stimuli were generated by a high-
quality sinusoidal speech coder compared to formant synthe-
sis. These findings raise the possibility that the effects of
time-varying spectral change may be different when the syn-
thesizer does a better job of preserving spectro-temporal de-
tails that are used to identify natural vowels.

The present study addressed this issue by replicating
several of the experimental manipulations conducted by Ass-
mann and Katz~2000! and Katz and Assmann~2001! using a
high-quality vocoder called STRAIGHT~Kawahara, 1997;
Kawaharaet al., 1999!. The STRAIGHT vocoder uses an
effective strategy for decomposing the speech signal to re-
cover the separate contributions of the laryngeal source and
vocal tract filter, and thus provides a basis for independent
manipulations of source and filter properties. The aim of this
study was to reexamine the effects of time-varying spectral
change in vowel identification by~1! holding the natural
time-varying changes in the spectral envelope~including the
formant frequencies! constant over time, and~2! holding F0

constant over time. The STRAIGHT vocoder was chosen for
this purpose because the synthesized speech it generates is
often indistinguishable from natural speech. To facilitate
comparisons of STRAIGHT and cascade formant synthesis,
the experimental methods~i.e., subject inclusion criteria,
stimulus presentation procedures, response collection and
scoring! were the same as those used previously~Assmann
and Katz, 2000; Katz and Assmann, 2001!. A statistical pat-

tern recognition model was used to relate acoustic measure-
ments of the stimuli to listeners’ vowel identification re-
sponses.

II. EXPERIMENT

A. Method

1. Stimuli

The stimuli were natural and synthesized versions of 12
vowels of American English, /{ ( | } , # Ä Å Ç * É É/, spoken
in /hVd/ context~‘‘heed,’’ ‘‘hid,’’ ‘‘hayed,’’ ‘‘head,’’ ‘‘had,’’
‘‘hud,’’ ‘‘hod,’’ ‘‘hawed,’’ ‘‘hoed,’’ ‘‘hood,’’ ‘‘who’d,’’
‘‘herd’’ ! taken from the vowel database described in Ass-
mann and Katz~2000! and Katz and Assmann~2001!. All
talkers were native speakers of American English from the
Dallas, Texas area. The vowels were extracted from the
/hVd/ syllables, where the vowel onset was defined as the
first pitch period of the voiced portion of the syllable, and the
offset as the last pitch period before the stop closure associ-
ated with the final /d/. Natural and synthesized versions of
the vowels were included in the five conditions described
below. The synthesized vowels were constructed using a cus-
tom version of the STRAIGHT program~Kawahara, 1997!.
The STRAIGHT program includes separate stages of source
analysis~voicing detection and F0 estimation! and spectral
envelope analysis. By manipulating the outputs of these
stages, modifications of the estimated source and filter prop-
erties could be introduced, as described below. Liu and
Kewley-Port~2004! have shown that spectral envelope ma-
nipulations using STRAIGHT provide an effective tool for
investigating formant frequency discrimination in vowels. In
the present study, we used STRAIGHT to construct separate
versions of the vowels with F0 held constant~flat F0) or
allowed to vary naturally~variable F0), and with the spectral
envelope held constant~i.e., flattened formant frequencies,
flat FF) or allowed to vary naturally~variable FF). Follow-
ing Hillenbrand and Nearey~1999! we chose a point early in
the vowel ~20% of the duration of the vocalic segment! at
which to hold the F0 and spectral envelope constant.

All of the stimuli ~both natural and synthesized vowels!
were recorded or synthesized at a sample rate of 48 kHz, and
were scaled to the maximum peak-to-peak amplitude of the
16-bit quantization range. A 10.7-ms Kaiser window was
used to shape the onset and offset of each stimulus to mini-
mize the effects of gating transients.

F0 flattening. For this manipulation, vowels were syn-
thesized on a monotone pitch, with the measured F0 held
constant near its starting value. The F0 estimation function of
the STRAIGHT program provides estimates of F0 at fixed
~1-ms! intervals in all voiced frames~which includedall of
the frames in these vowel stimuli, since they were voiced
throughout!. F0 flattening was carried out in two steps. First,
the median F0 was obtained from a 25-ms window~i.e., 25
frames!, whose onset was positioned at 20% of the duration
between vowel onset and offset. Second, each of the F0 es-
timates throughout the vowel was replaced by this constant
value, as illustrated in the top panel of Fig. 1.

Formant flattening. Formant frequency variation over
the course of the vowel was eliminated by holding the spec-
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trum constant across the entire vowel, again sampling from a
25-ms window whose onset was positioned at 20% of the
vowels duration. This strategy eliminates formant movement
by fixing the spectral envelope at a point near the vowels
onset, rather than by holding the frequencies of the formants
constant using a formant synthesizer, as in previous studies
by Hillenbrand and Nearey~1999! and Assmann and Katz
~2000!. The spectral envelope estimation stages of the
STRAIGHT program provides a matrix of spectral magni-
tudes ~N time frames3M frequency channels!. A 1-ms
frame update rate is used, and the number of frequency chan-
nels is determined by the length of the FFT~fast Fourier
transform! ~513 channels in this implementation!. The output
of this stage provides an estimate of the vocal tract transfer
function, and resembles a smoothed spectrogram of the origi-
nal signal, as illustrated in the middle panel of Fig. 1. The
flattened version is shown in the bottom panel.

The experiment included five stimulus conditions: the
original ‘‘natural’’ vowels and four synthesized versions, as
described below.

Natural. A set of 180 vowels@three talkers3five groups
~adult males, adult females, and children ages 3, 5, and 7

years!312 vowels# was selected for thenatural vowel con-
dition. These were the same vowels used in experiments re-
ported previously~Assmann and Katz, 2000; Katz and Ass-
mann, 2001!.

Variable FF, variable F0 . Synthesized versions of the
natural vowels were constructed using the STRAIGHT vo-
coder, preserving the natural time variation in F0 and in the
spectral envelope without any parameter modifications.

Variable FF, flat F0 . The STRAIGHT vocoder was
used to hold F0 constant across the vowel, while preserving
natural variations in the spectral envelope over time.

Flat FF, variable F0 . The STRAIGHT vocoder was
used to hold the spectral envelope constant across the vowel,
while preserving natural variations in F0 .

Flat FF, flat F0 . The STRAIGHT vocoder was used to
hold both F0 and the spectral envelope constant across the
vowel.

2. Listeners

The listeners were ten young adults who had previously
enrolled in a phonetics course at the University of Texas at
Dallas. All were monolingual speakers of American English
with no reported history of speech, hearing, or language dis-
orders. The majority~eight of ten! were longstanding resi-
dents of the Dallas, Texas region.

3. Procedure

Stimuli were presented on-line at 48 kHz, low-pass fil-
tered at 10 kHz~Tucker-Davis Technologies FT5!, attenuated
~TDT PA4!, amplified ~TDT HB5!, and presented diotically
via headphones~Sennheiser HD-414!. All stimuli were ad-
justed to the same peak amplitude, resulting in levels be-
tween 65 and 72 dB SPL~A!.

Listeners were tested individually in a sound-treated
booth. Prior to the experiment, listeners completed three
brief practice sets using vowels derived from a different set
of talkers~three adult males, three adult females, and three
5-year-old children! than those used in the main experiment.
In the first practice set, they listened to examples of the 12
natural vowels without responding. In the second practice
set, they heard 36 vowels and identified them by selecting 1
of 12 response panels on the computer screen, labeled with
phonetic symbols along with the following keywords:
‘‘weed,’’ ‘‘did,’’ ‘‘made,’’ ‘‘bed,’’ ‘‘dad,’’ ‘‘mud,’’ ‘‘cawed,’’
‘‘pod,’’ ‘‘bird,’’ ‘‘toad,’’ ‘‘wood,’’ ‘‘rude.’’ Feedback was pro-
vided after each response indicating the correct~intended!
vowel response, and listeners repeated the set until they
reached a score of 31/36~85% or better!. In the third practice
set, they listened without responding to 12 synthesized vow-
els, with three vowels randomly selected from each of the
four synthetic speech conditions of the experiment. In the
main experimental condition, listeners identified 900 vowel
stimuli ~12 vowels35 conditions35 talker groups33 talk-
ers! in a single block of trials, with all conditions, vowels,
and talkers randomly interspersed. They entered their re-
sponses using the 12-panel response screen, but did not re-
ceive feedback. The experiment was self-paced, with an ap-
proximate 4-s delay between their response and the

FIG. 1. Illustration of the F0 and formant-flattening manipulations. The
thick solid line in the upper panel shows the natural F0 trajectory of the
vowel from the syllable /hed/, spoken by an adult male. The flattened ver-
sion is shown with the horizontal dashed line. The rectangle enclosed by
dashed lines illustrates the 25-ms time window from which the flattened F0

value was derived. The onset of the window was positioned at 20% of the
vowel’s duration. The middle panel shows the smoothed envelope spectro-
gram of the natural vowel. The bottom panel shows the smoothed envelope
spectrogram of the same vowel with its formants flattened by averaging
across the time window indicated by the dashed lines in the upper panel.
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presentation of the next vowel. Experimental sessions~in-
cluding practice! were completed in about 90 min.

B. Results and discussion

1. Natural versus synthesized vowels

Figure 2 shows that listeners identified the vowels syn-
thesized using STRAIGHT~white bars! as accurately as the
natural versions~black bars!. For comparison, the gray bars
show the substantially lower identification accuracy for
formant-synthesized vowels found by Assmann and Katz
~2000, experiment 1!. The pattern of identification accuracy
was similar for natural and STRAIGHT-synthesized vowels
across the five talker groups.

A three-way repeated measures analysis of variance on
the identification data from the present experiment was car-
ried out on the factors condition~natural versus
STRAIGHT!, talker group, and vowel. No significant differ-
ences between natural and STRAIGHT-synthesized vowels
were obtained, nor were there significant two-way or three-
way interactions of condition~natural versus synthesized!
3vowel3talker group. There was a significant main effect of
talker group,F(4,36)517.55;p,0.01, with higher accuracy
for the males compared to the females and children, and
lower accuracy for the 3-year olds compared to the older
children and adults~Scheffétest, p,0.05). The correlation
between identification accuracy and F0 was near zero (r
50.01; N5180; p50.34), similar to the pattern reported by
Assmann and Katz~2000!.

2. Comparison of STRAIGHT and cascade formant
synthesis

Vowels synthesized using STRAIGHT were identified as
well as the original spoken vowels after which they were
modeled, and were more accurately identified than the same
vowels produced using the Klatt~1980! cascade formant
synthesizer in our previous study~Assmann and Katz, 2000!.
To look for systematic vowel and/or group-specific differ-

ences in synthesis fidelity, we compared identification accu-
racy for corresponding pairs of natural and synthesized vow-
els. Three types of synthesis were considered: STRAIGHT
synthesis~data from the current study! and two types of cas-
cade formant synthesis, one using hand-tracked formants
~Assmann and Katz, 2000, experiment 1! and the other using
semi-automatic formant-tracking~Assmann and Katz, 2000,
experiment 2!.

Synthesis fidelity was summarized by difference scores
~i.e., the difference, in percent, between the identification
scores for natural and synthesized vowels! for each of the
180 vowel tokens in the three experiments, broken down in
terms of vowel, talker group, and synthesis method. The
same set of 180 natural vowels was used in each of the three
experiments, but the listeners were different. Table I shows
the number of vowel tokens showing a drop in identification
accuracy of 25% or greater. There were 38 such cases for
formant synthesis with hand-tracked formants, 35 for the
semi-automated formant tracking, and 4 cases for
STRAIGHT synthesis. Errors were not uniformly distributed
across the vowels: some showed substantial declines while
others were unaffected. Within each vowel category, the dis-
tribution across talkers and talker groups was also nonuni-
form. Vowels that were poorly identified when spoken by a
given talker were often well identified when produced by
another talker.

Comparison of error rates for vowels synthesized using
hand-tracked formants and semi-automatic formant tracking
revealed that different tokens caused the drop in these two
conditions. A plausible interpretation is that different types of
formant tracking errors are responsible. The correlation be-
tween the difference scores across these two conditions was
small, but significant (r 50.24; N5180; p,0.01). The pres-
ence of a significant correlation suggests that sources of error
common to the two types of formant estimation may be re-
sponsible for the drop in identification accuracy relative to
natural vowels. However, the low magnitude of the correla-
tion suggests that problems specific to each formant tracking
method make a larger contribution. The overall conclusion is
that no explicit combinations of vowel, talker group, or for-
mant tracking method can be identified as the source of the
problem. Rather, the broad distribution of error patterns ap-
pears to be due to token-specific types of formant tracking
errors, combined with more general shortcomings of the syn-
thesis procedure. A model of vowel identification was devel-
oped to further investigate this possibility and is described in
Sec. III below.

3. Effects of F0 and formant flattening

Figure 3 shows that holding F0 constant using
STRAIGHT synthesis did not reduce identification accuracy
significantly,F(1,9)51.65; p50.23, while holding the spec-
tral envelope constant had a substantial effect,F(1,9)
5725.44; p,0.01. Post-hoc~Scheffé! tests revealed that 7
of the 12 vowels~/o/, /e/, /*/, /(/, /u/, /}/, and /É/, ranked in
order of effect size! were significantly less accurately identi-
fied in the flat FF condition compared to variable FF.

The effects of F0 flattening were negligible overall
compared to the FF flattening effect, but there was a signifi-

FIG. 2. Mean identification accuracy for natural and STRAIGHT synthe-
sized vowels in experiment 1. Black bars show the mean accuracy for natu-
ral vowels, and white bars show the results for vowels synthesized with
STRAIGHT in the variable F0, variable FF condition. For comparison, the
gray bars show the identification accuracy for vowels generated with the
Klatt ~1980! cascade formant synthesizer from Assmann and Katz~2000;
Experiment 2!. Error bars show the standard errors across the ten listeners.
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cant three-way interaction of F03FF flattening3vowel,
F(11,99)52.69; p,0.01. This interaction is plotted in Fig.
4, which shows the mean effects of F0 and FF flattening
separately for each vowel. F0 flattening produced only minor
deviations from the pattern of FF flattening for individual
vowels described above. Moreover, F0 flattening had incon-
sistent effects, producing small increases in accuracy for
some vowels but lower accuracy in others. In comparison,
the effects of formant flattening showed a high degree of
consistency across the two F0 conditions.

The effect of formant flattening using STRAIGHT was
twice the size of the effect found in our previous study that
used formant synthesis~a decline of 23% compared to
11.5%; Assmann and Katz, 2000, experiments 1 and 2!. This
suggests that important details of time-varying spectral
change are preserved by STRAIGHT but are lost in formant
synthesis. This interpretation is supported by the finding that
vowels synthesized with STRAIGHT were better recognized
than vowels synthesized with cascade formant synthesis

TABLE I. Identification errors by vowel and talker group for three synthesis methods. Table entries are the
numbers of synthesized vowels~from N53 talkers! showing identification accuracy declines of 25% or greater
from natural to synthesized conditions. Formant~H!: cascade formant synthesis with hand-tracked formants
~Assmann and Katz, 2000; experiment 1!; Formant~A!: cascade formant synthesis with semi-automatic formant
tracking ~Assmann and Katz, 2000; experiment 2!.

Formant~H!

i ( e } , # É Ä Å o * u Total

Males 1 2 1 1 2 1 8
Females 1 1 2 2 1 2 1 10
7-year olds 1 1 1 1 1 1 1 2 9
5-year olds 2 1 2 1 1 7
3-year olds 1 1 1 1 4

Total 1 4 3 3 6 4 2 2 4 1 4 4 38

Formant~A!

Males 2 1 1 4
Females 1 1 2 1 1 3 1 10
7-year olds 1 1 2 4
5-year olds 2 1 1 1 2 2 1 2 12
3-year olds 1 2 1 1 5

Total 5 1 2 6 3 7 0 4 3 1 1 3 35

STRAIGHT

Males 0
Females 0
7-year olds 1 1 1 3
5-year olds 0
3-year olds 1 1

Total 0 1 0 1 1 1 0 0 0 0 0 0 4

FIG. 3. Mean identification accuracy by talker group for conditions with
variable and flattened F0 and formant frequencies created using STRAIGHT
synthesis in experiment 1. Error bars show the standard errors across the ten
listeners.

FIG. 4. Mean identification accuracy by vowel in conditions with variable
and flattened F0 and formant frequencies in experiment 1. Error bars show
the standard errors across the ten listeners.
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when time-varying spectral changes were preserved, but not
when these changes were eliminated. This pattern is shown
in the upper panel of Fig. 5, which summarizes the effects of
FF flattening using formant synthesis~Assmann and Katz,
2000, experiments 1 and 2!, and STRAIGHT synthesis in the
present study. Most of the difference between the two syn-
thesis methods was due to the higher performance with
STRAIGHT for the variable FF vowels~82.0% for
STRAIGHT, 71% for formant synthesis! rather than lower
performance with flat FF vowels~58.4% for STRAIGHT,
59.5% for formant synthesis!. Overall, the results suggest
that formant flattening has a larger effect when STRAIGHT
is used rather than formant synthesis because STRAIGHT
does a better job of rendering the time-varying properties of
vowels.

III. STATISTICAL PATTERN RECOGNITION MODEL

A. Acoustic measurements

To determine the acoustic basis for the drop in identifi-
cation accuracy with formant synthesis, we carried out a se-
ries of comparisons between the natural and synthesized
vowels, combining informal listening with acoustic measure-
ments of the stimuli which showed a drop in identification
accuracy of 25% or more~Table I!. Inspection of these mea-
surements failed to reveal any single acoustic property that
might explain the poorer performance. However, careful lis-

tening to corresponding pairs of natural and formant-
synthesized vowels revealed differences in phonetic quality
that appeared, in some cases, to be related to systematic er-
rors in formant tracking. We therefore suspected that formant
synthesis errors in our previous study might have been at
least partly responsible for the reduced performance. To ad-
dress this issue, we analyzed the 180 stimuli from each of
four conditions~natural vowels and the three synthesis types
discussed in Sec. II B 2! using a new automatic technique for
formant frequency measurement developed by Nearey
~Neareyet al., 2002!, along with the STRAIGHT-TEMPO
procedure for F0 estimation~Kawaharaet al., 1999!. The for-
mant estimation algorithm uses autocorrelation linear predic-
tive coding ~LPC! to obtain formant candidates~F1,F2,F3!
by solving for the roots of the predictor polynomial. Each
utterance is analyzed at several different sampling rates with
coordinated F3 cutoff frequencies and a fixed LPC order to
obtain independent sets of candidates that are postprocessed
by a simple tracking algorithm. The best matching set of
formant candidates is determined by a measure of the simi-
larity between the spectrogram of the original signal and one
resynthesized from the estimated track set, in combination
with other heuristic figures of merit~including formant con-
tinuity, ranges, and bandwidths!.

Estimates of the formant frequencies~F1, F2, and F3!
and F0 were obtained at 2-ms intervals over the vocalic por-
tion of the /hVd/ syllables for four sets of 180 vowels:~1!
natural vowels;~2! vowels synthesized with the cascade for-
mant model using hand-tracked formant frequencies@experi-
ment 1 in Assmann and Katz~2000!, designated formant
~H!#; ~3! formant-synthesized vowels using a semi-
automated tracking procedure@experiment 2 in Assmann and
Katz ~2000!, designated formant~A!#; and ~4! vowels syn-
thesized using STRAIGHT from the experiment described
above. Frame-by-frame comparisons of the tracks indicated
that F1, F2 and F3 frequencies were closer~i.e., absolute
frequency distances were smaller! between the natural and
STRAIGHT-synthesized vowels than between the natural
and either type of formant-synthesized vowels. For example,
the mean absolute frequency deviation between correspond-
ing pairs of vowels in the natural and formant~H! conditions,
measured between the 20% and 80% points in the vowel,
was 60 Hz in F1, 109 Hz in F2, and 218 Hz in F3. In com-
parison, the average frequency difference between natural
and STRAIGHT synthesis for the same 180 vowel pairs was
17 Hz in F1, 39 Hz in F2, and 62 Hz in F3. This analysis
indicates that the formant frequencies of vowels synthesized
using STRAIGHT were in fact closer to the natural vowels
than those synthesized using cascade formant synthesis.

B. Model description

To determine whether the acoustic differences described
above could account for the patterns of identification accu-
racy for natural vowels and three types of synthesized vow-
els, we implemented a version of the statistical pattern rec-
ognition model described by Hillenbrand and Nearey~1999!.
The aims of the modeling were~1! to study the basis for the
increased effect of formant flattening with STRAIGHT syn-
thesis compared to formant synthesis, and~2! to identify

FIG. 5. The upper panel shows the mean identification accuracy for natural
vowels ~black bars! and synthesized vowels with time-varying formants
~gray bars! or flattened formants~white bars!. Formant~H!: cascade formant
synthesis with hand-tracked formants~Assmann and Katz, 2000; experiment
1!; Formant ~A!: cascade formant synthesis with semi-automatic formant
tracking ~Assmann and Katz, 2000; experiment 2!; STRAIGHT: vowels
constructed using the STRAIGHT synthesizer in experiment 1. Error bars
are standard errors across the listeners. The lower panel shows the predic-
tions of the model for the same stimuli.

891J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 P. Assmann and W. F. Katz: Synthesis fidelity



acoustic properties that are preserved by STRAIGHT but not
by formant synthesis that might explain the lower identifica-
tion of vowels of the latter.

1. Training and testing stages

The model included two stages: a training phase and a
testing phase. The training data consisted of acoustic mea-
surements of a set of 3301 vowels, drawn from a larger set of
5040 vowels. The complete set included between 6 and 12
repetitions of each of the 12 vowels in /hVd/ words produced
by 10 men, 10 women and 30 children, ages 3, 5, and 7
years, all from the north Texas region. Additional details of
the vowel database are described in Assmann and Katz
~2000!. Tokens were omitted from the set if the recordings
were low in amplitude, or if any acoustic measurements were
missing or incomplete, or if they were judged to be mispro-
nunciations during informal phonetic screening by one of the
authors.

The test data were acoustic measurements of the stimuli
from the experiment described above, along with measure-
ments of the corresponding stimuli from experiments 1 and 2
in Assmann and Katz~2000!. None of the vowels in the test
set were included in the training set. For both training and
test sets, formant frequency estimates were obtained using
the automatic formant tracking method developed by Nearey
et al. ~2002!.

The acoustic measures used to represent the vowels
were the same as those used by Hillenbrand and Nearey
~1999!: the formant frequencies F1, F2, and F3 sampled at
the 20% and 80% points in the vowel, mean F0 , and dura-
tion. All frequency measures were log-transformed. Linear
discriminant analyses of the training data using this set of
eight measures revealed that 85.9% of the 3301 tokens were
correctly classified. Nearly half~206/465! of the classifica-
tion errors involved /Ä/ and /Å/, two vowels that were fre-
quently confused by the listeners as well.

2. Predictions of synthesis fidelity and formant
flattening

The lower panel of Fig. 5 shows the classification results
from linear discriminant analyses of the test data. Compari-
son with listeners’ data in the upper panel shows that the
pattern recognition model captures three important aspects of
the results: the lower accuracy for formant-synthesized vow-
els compared to STRAIGHT~for the variable FF stimuli!;
the decline in scores when formant frequency movement is
eliminated; and the larger decline when formant frequency
movement is eliminated from vowels generated using

STRAIGHT compared to formant synthesis. Indeed, the
close correspondence in the pattern of the means suggests
that differences in the formant pattern~and possibly F0 , but
not duration, which did not vary across the four conditions!
might be responsible for the lower identification accuracy
with formant synthesis compared to STRAIGHT.

This result must be interpreted cautiously, however,
since a high degree of correspondence between the overall
correct classification scores does not necessarily reflect accu-
rate predictions for individual vowel tokens in the test set. To
compare the performance of the model and listeners on a
token-by-token basis, we adopted the approach described by
Hillenbrand and Nearey~1999! and computed thea poste-
riori probability ~APP! of group membership for each vowel
token from linear discriminant function analysis. APP scores
provide an index of the relative strength of group member-
ship which can be compared to the mean identification accu-
racy scores for individual vowel tokens~Nearey and Ass-
mann, 1986!. Pearson product-moment correlation
coefficients were used to measure the correspondence be-
tween a posteriori probabilities for the intended vowel
~APPi! and the mean observed identification accuracy from
the listeners. A high correlation would support the hypothesis
that listeners and model rely on the same information.

Table II shows the correlation coefficients for the vari-
able and flat FF conditions with each of the three synthesis
types. Correlations were all significant by randomization
tests~Nearey and Assmann, 1986! but explained only a mod-
est proportion of the variance~7%–31% for variable FF
stimuli and 27%–53% for the flat FF stimuli!. In general,
correlations were lower in conditions where mean accuracy
was higher~i.e., for STRAIGHT synthesis!, indicating that
ceiling effects may place limits on the strength of the corre-
lations. Consistent with previous findings~Hillenbrand and
Nearey, 1999!, these results suggest that F0 and formant fre-
quency measurements can account for some, but not all, of
the variance in listeners’ identification responses.

A further test of the model is provided by comparing the
change in performance across key conditions, such as the
identication accuracy drop from natural to synthesized vow-
els, or from variable FF to flat FF conditions. To determine
how well the model predicts these patterns, we computed
difference scores between the predicteda posteriori prob-
abilities for natural and synthesized vowels and compared
them with the observed difference scores for individual
vowel tokens, with identification accuracy pooled across lis-
teners. Similar comparisons were made for variable and flat
FF conditions~Table III!.

Columns in the left half of Table III indicate small but

TABLE II. Correlations of predicted APPi scores and observed mean identification accuracy across listeners.
Formant~H!: cascade formant synthesis with hand-tracked formants; Formant~A!: cascade formant synthesis
with semi-automatic formant tracking.

Variable FF Flat FF

Formant~H! Formant~A! STRAIGHT Formant~H! Formant~A! STRAIGHT

Pearsonr 0.51 0.56 0.27 0.73 0.52 0.55
R2 0.26 0.31 0.07 0.53 0.27 0.30
N 180 180 180 180 180 180
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significant correlations between predicted and observed dif-
ference scores representing the effects of synthesis fidelity
~natural–synthesized! for the two types of formant synthesis,
but not for STRAIGHT-synthesized vowels. A significant
correlation was not expected for the STRAIGHT condition,
since there was no decline in identification accuracy with this
type of synthesis. The correlations indicate that a small but
significant proportion of the decline in identification accu-
racy from natural to synthesized vowels may be attributable
to errors in the specification of the formant frequencies and
F0 .

The three columns on the right in Table III list difference
correlations for the effects of formant flattening. The corre-
lations were moderate in size, and all were significant, ac-
counting for between 26% and 48% of the variance in listen-
ers’ responses. This suggests that the drop in performance
due to formant flattening can be explained to some degree by
a model based on F0 and formant frequency measurements of
the vowel taken at 20% and 80% of its duration. Consistent
with Hillenbrand and Nearey~1999!, the present modeling
results confirm that the effects of formant flattening can be
simulated, to a first approximation, by neutralizing the sec-
ond spectral sample in a two-target representation of the
vowel. In addition, the model predicts the larger decline in
identification accuracy when formant frequency movement is
eliminated from vowels generated using STRAIGHT com-
pared to formant synthesis.

IV. GENERAL DISCUSSION

Using a high-quality vocoder, experiment 1 replicated
three key findings reported in our previous studies~Assmann
and Katz, 2000; Katz and Assmann, 2001!: ~1! vowel iden-
tification accuracy was unaffected by holding F0 constant
over the duration of the vowel;~2! identification accuracy
was lowered by holding the formant frequencies constant;
and~3! there were no systematic differences in the effects of
formant frequency flattening as a function of F0 or talker
group. The findings provide little support for the idea that
time-varying spectral change helps to solve the sparse sam-
pling problem that arises when F0 is high, as in children’s
voices. The correlation between F0 and identification accu-
racy was close to zero. One possibility is that the impact of
sparse sampling is minimized by the presence of other~non-
spectral! cues to vowel identity in natural speech.

In contrast to our earlier findings using cascade formant
synthesis, which showed significantly lower performance
compared to natural vowels, the current experiment showed

no drop in identification accuracy for vowels synthesized
using STRAIGHT. Vowel identification accuracy as a func-
tion of vowel category and talker group was similar to the
pattern found with natural vowels. These findings suggest
that STRAIGHT may provide a useful method for investigat-
ing vowel and talker group differences, particularly for
women and children’s voices which are generally harder to
render using cascade formant synthesis~Klatt and Klatt,
1990!.

Formant flattening showed an effect of nearly twice the
magnitude when the STRAIGHT synthesizer was used to
produce the stimuli rather than cascade formant synthesis. A
comparison of the effects of formant flattening for the two
synthesis types indicated that performance was much higher
for STRAIGHT synthesis when formant frequency move-
ment was preserved~reaching the level of accuracy found for
natural vowels!. In comparison, identification accuracy for
vowels with flattened formants was similar for the two syn-
thesis methods. Thus, the increased effect of formant flatten-
ing may arise because STRAIGHT synthesis does a better
job of preserving time-varying spectral change in vowels.

Acoustic analyses were carried out to establish the basis
for the effects of synthesis fidelity and formant flattening.
These analyses confirmed that the formant frequencies were
more accurately preserved in vowels synthesized with
STRAIGHT than with cascade formant synthesis used in our
previous studies. A statistical pattern recognition model was
implemented to determine the extent to which formant fre-
quency measurement errors could explain the drop in perfor-
mance. The model was trained on formant frequency and F0

measurements from a large sample of vowels spoken by
men, women, and children. It provided accurate predictions
of mean identification accuracy as a function of stimulus
type ~cascade formant synthesis, STRAIGHT synthesis, and
natural vowels!. The decline in identification accuracy for
vowels synthesized with cascade formant synthesis com-
pared to natural vowels~and the absence of this effect with
STRAIGHT synthesis! was well predicted by the model,
suggesting that formant measurement error makes a signifi-
cant contribution to the effects of synthesis fidelity. The dif-
ference between STRAIGHT and formant synthesis was
more pronounced for stimuli with time-varying than flattened
formants, and this was also well predicted by the model,
suggesting that factors related to time-varying spectral
change contribute to the drop in identification accuracy.

The relatively small proportion of variance explained by
the model suggests that factors other than formant measure-
ment error may contribute to synthesis fidelity. On average,

TABLE III. Correlations of predicted APPi and observed identification accuracy difference scores. Left side:
effects of synthesis fidelity~natural–synthesized!. Right side: effects of formant flattening~variable FF–flat
FF!. Formant~H!: cascade formant synthesis with hand-tracked formants; Formant~A!: cascade formant syn-
thesis with semi-automatic formant tracking.

Natural–synthesized Variable FF–flat FF

Formant~H! Formant~A! STRAIGHT Formant~H! Formant~A! STRAIGHT

Pearsonr 0.25 0.22 0.02 0.62 0.51 0.69
R2 0.06 0.05 0.00 0.38 0.26 0.48
N 180 180 180 180 180 180
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there was a 9%–12% drop in identification accuracy for
vowels synthesized using cascade formant synthesis com-
pared to the original recordings~Assmann and Katz, 2000!.
However, there was substantial variability across the vowel
set, with some tokens showing little change and others show-
ing a large drop in identification accuracy. We examined the
subset of vowels for which cascade formant synthesis led to
a large drop in identification accuracy~compared to the natu-
ral version! and the STRAIGHT version was well identified.
Within this subset, vowels that showed similar formant pat-
terns for the two synthesis types~cascade, STRAIGHT! were
of particular interest. For instance, the estimated formant fre-
quencies for the syllable /h(d/ spoken by one of the adult
female talkers were nearly identical for the natural and cas-
cade formant synthesis versions. The natural vowel was
identified as /(/ with 100% accuracy, and the formant synthe-
sis version was consistently misidentified as /u/. In this case,
the reduced identification of the formant-synthesized version
appears to be due to factors other than formant frequency
estimation error.

Figure 6 shows 3-D surface plots of the smoothed spec-
trograms generated by STRAIGHT for this example. We
chose the STRAIGHT spectral representation rather than a
standard spectrogram because it~1! eliminates the ripple in
the spectrogram introduced by vocal fold vibration,~2! forms
the basis for high-quality synthesis, and~3! highlights as-
pects of the time-varying spectrum envelope that may be
linked to the drop in identification accuracy. The natural
vowel is shown in the right panel and the formant-
synthesized version on the left. The STRAIGHT-synthesized
vowel was not included in this comparison because its spec-
tral representation was virtually identical to that of the natu-
ral vowel. While the frequency locations of the formant
peaks are similar, there are additional details in the smoothed
spectrogram of the natural vowel that are not preserved by
formant synthesis. For example, the amplitudes of the higher
formants are reduced in the synthesized version, and addi-
tional ~nonformant! peaks occur in the natural version that
are not preserved in the synthesized version. In addition to
formant frequency measurement error~considered above! we
have explored various measures to predict the identification
accuracy drop, including formant amplitude. However, mea-
sured differences in formant amplitude between natural and
formant-synthesized vowels were not significantly correlated

with differences in vowel identification accuracy, and so far
no single acoustic property has emerged as a strong candi-
date.

In comparison with the effects of synthesis fidelity, the
model did a better job of predicting the effects of formant
flattening, including the larger decline in accuracy when for-
mant frequency flattening was implemented using
STRAIGHT compared to formant synthesis. The findings ex-
tend previous modeling results reported by Hillenbrand and
Nearey~1999! to high-quality synthetic speech in which the
formant frequencies are not explicitly manipulated as synthe-
sis control parameters. When the effects of formant flattening
were expressed as identification accuracy difference scores
between variable and flattened formant conditions, the model
accounted for up to 48% of the variance in the difference
scores. Overall, the results provide further evidence of the
importance of formant frequency movement for vowel iden-
tification ~Hillenbrand and Nearey, 1999; Assmann and Katz,
2000! and support the idea that the increased effects of for-
mant flattening with high-fidelity synthesis are due to more
accurate rendering of time-varying spectral change.
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This study examined the effect of presumed mismatches between speech input and the phonological
representations of English words by native speakers of English~NE! and Spanish~NS!. The English
test words, which were produced by a NE speaker and a NS speaker, varied orthogonally in lexical
frequency and neighborhood density and were presented to NE listeners and to NS listeners who
differed in English pronunciation proficiency. It was hypothesized that mismatches between
phonological representations and speech input would impair word recognition, especially for items
from dense lexical neighborhoods which are phonologically similar to many other words and require
finer sound discrimination. Further, it was assumed that L2 phonological representations would
change with L2 proficiency. The results showed the expected mismatch effect only for words from
dense neighborhoods. For Spanish-accented stimuli, the NS groups recognized more words from
dense neighborhoods than the NE group did. For native-produced stimuli, the low-proficiency NS
group recognized fewer words than the other two groups. The-high proficiency NS participants’
performance was as good as the NE group’s for words from sparse neighborhoods, but not for words
from dense neighborhoods. These results are discussed in relation to the development of
phonological representations of L2 words.~200 words!. © 2005 Acoustical Society of America.
@DOI: 10.1121/1.1823291#
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I. INTRODUCTION

Speech perception becomes attuned to native or first lan-
guage~L1! sounds during infancy and childhood~e.g., Best,
1995; Jusczyk, 1993; Werker and Polka, 1993!. Because of
differences in the phonetic inventories between any two lan-
guages, individuals who learn a second language~L2! in
adulthood may have L2 speech representations that are af-
fected by their L1 phonology, and so differ from those of
native speakers~cf. Flege, 1995; Kuhl and Iverson, 1995!. A
failure to reattune speech representations to specific features
of the L2 explains, in part, why L2 learners often display
poor speech recognition performance, especially in nonideal
listening conditions~e.g., Bradlow and Bent, 2002; Meador,
Flege, and MacKay, 2000!. However, the word recognition
difficulty that L2 listeners sometimes experience may be the
result of insufficient higher-level knowledge of the L2, in-

cluding weaker lexical constraints, in addition to differences
in bottom-up processing. The overall purpose of the present
study was to provide a better understanding of the interface
between the phonological and lexical levels in L2 word rec-
ognition.

To date, most L2 speech perception research has focused
on demonstrating differences in the processing of phonemic
and/or phonetic information by L2 listeners~for review, see
Strange, 1995!. At the phonemic level, it has been well docu-
mented that L2 listeners do not perceive certain sounds in the
same way as L1 listeners in categorical identification and
discrimination tasks~e.g., Best, McRoberts, and Goodell,
2001; Flege, Munro, and Fox, 1994!. According to Best
~1995!, foreign language~or L2! phonemes that can be as-
similated to a single L1 phonemic category present the great-
est discrimination difficulty~e.g., native Spanish speakers
categorize both English /{/ and /(/ as instances of Spanish /{/!,
a claim that is generally supported across different lan-
guages. More recently, Pallier, Colome, and Sebastian-Galles
~2001! showed that in a repetition priming task, some
Spanish-dominant bilinguals of Catalan and Spanish pro-
cessed nonwords containing phonemes that were contrastive

a!Portions of this study were presented at the 144th Meeting of the Acous-
tical Society of America, Nashville, TN, May 2003, and in ‘‘Spoken word
recognition of accented and native speech: Lexical factors affecting native
and non-native listeners,’’ Proceedings from the 15th International Con-
gress of Phonetics Sciences, Barcelona, Spain, August 2003.

b!Electronic mail: imais@uab.edu
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only in Catalan as if they were Spanish phonemes, without
distinguishing the two Catalan phonemes.

At the phonetic level, two languages may exhibit subtle
variations, and previous research has demonstrated that adult
L2 learners are often not sensitive to the relevant differences.
For example, word-initial /!/, /#/, and /%/ are produced with
more aspiration in English than Italian, and word-final stops
are less likely to be released in English. Thus, native Italian
speakers who have learned English as an L2 have difficulty
identifying English stop consonants in noise~MacKay, Mea-
dor, and Flege, 2001!. In a gating experiment using non-
words, Sebastian-Galles and Soto-Faraco~1999! showed that
Spanish-dominant bilinguals required more phonetic infor-
mation to identify Catalan-specific phonemes than Catalan-
dominant bilinguals did.

One limitation of previous L2 speech perception re-
search is that we currently know little about how differences
in phonemic and phonetic perception between native and
non-native listeners impact higher or later levels of speech
processing—specifically, word recognition. Several recent
studies have examined L2 word recognition in sentence con-
text and found poorer performance by non-native listeners as
compared to native listeners~Bradlow and Bent, 2002;
Mayo, Florentine, and Buus, 1997; Meadoret al., 2000; van
Wijngaarden, 2001; van Wijngaarden, Steeneken, and Hou-
gast, 2002!. However, in these studies, characteristics of the
stimulus words to be identified~e.g., word frequency! and
the carrier sentences have not been controlled or systemati-
cally manipulated. Thus, the extent to which non-native lis-
teners’ poorer performance is due to inaccurate segmental
perception or insufficient semantic/syntactic knowledge is
unclear.

In addition to the lack of empirical evidence regarding
the interface between the phonological and lexical levels in
L2 perception, there has been a paucity of theoretical atten-
tion directed toward this issue. In the L1 acquisition litera-
ture, it has been suggested that young children first establish
holistic ~e.g., syllable-based! representations of words, and
only gradually develop phonological representations that in-
clude more detailed, segmental information~e.g., Ferguson
and Farwell, 1975; Metsala and Walley, 1998!. A major im-
petus for this developmental shift is vocabulary growth. On
this view, an increasing number of items overlap with one
another as the lexicon expands, and more fine-grained repre-
sentations are needed for fast, accurate word recognition~see
also Charles-Luce and Luce, 1990!. Perhaps with greater L2
exposure and additional word learning, L2 learners’ lexical
representations may also become more fine-grained or fully
specifiedvis-à-vis their new language.

There is some evidence relating L2 learners’ segmental
perception and word recognition. In Meadoret al.’s ~2000!
study, early and late Italian-English bilinguals were asked to
repeat semantically unpredictable English sentences that
were presented in different levels of noise. The number of
correctly repeated words was analyzed and compared to
identification scores for vowels and consonants~assessed in
other experiments!. Regression analyses showed that accu-
racy scores for segment identification accounted for 17% of
the variance in the number of words correctly repeated after

demographic variables~e.g., age of arrival, use of the L1,
length of residence in Canada! were partialled out. Although
these results are correlational, they suggest that accurate per-
ception of L2 vowels and consonants contributes to differ-
ences in word recognition among bilinguals.

A study by Bradlow and Pisoni~1999! provided a fuller
picture of the lexical factors that influence word recognition.
These researchers presented ‘‘easy’’ and ‘‘hard’’ words to
native and non-native English speakers of varying L1 back-
grounds. The easy words had a high frequency of occurrence
and were from sparse neighborhoods~i.e., were phonologi-
cally similar to few other words!; the hard words had a low
frequency of occurrence and were from dense neighborhoods
~i.e., were confusable with many other words!. In addition,
the neighbors of the easy words were, on average, of low
frequency, and those of the hard words were of high fre-
quency. The results showed that both listener groups recog-
nized fewer hard than easy words, primarily because words
from dense neighborhoods are confusable with one another
~e.g., Luce and Pisoni, 1998!. However, the difference be-
tween the hard and easy words was larger for the non-native
group~cf. Takayanagi, Dirks, and Moshfegh, 2002!. Bradlow
and Pisoni therefore concluded that non-native listeners may
have reduced sensitivity to some of the phonetic details that
are necessary for lexical discrimination.

The present study extended the Bradlow and Pisoni
~1999! study in several ways. First, we compared the perfor-
mance of native English~NE! speakers and two groups of
native Spanish~NS! speakers who differed in pronunciation
proficiency~as defined by overall degree of foreign accent!.
Second, the participants of this study were tested on English
words that were spoken by both a NE and a NS speaker. The
two NS groups and two types of speech input~native-
produced and foreign-accented stimuli! were included to as-
sess how the representation/processing of lexical items might
vary at different stages of L2 acquisition.

We assumed that our NS participants’ phonological rep-
resentations would not be optimally matched to English
speech input, especially those of the less proficient NS par-
ticipants~‘‘the phonological mismatch hypothesis’’!. We ex-
pected NS participants to be better able to recognize English
words spoken with a Spanish accent than words spoken by a
native English speaker. That is, a better match should exist
between the NS participants’ phonological representations
and the acoustic phonetic specification of English words as
spoken by other NS speakers, in part because they often hear
such renditions and because the NS participants themselves
pronounce English words in a similar manner. We assumed
that L2 phonological representations are initially affected by
the L1 sound system, but that as L2 learning proceeds and
L2 pronunciation proficiency increases, these representations
become more attuned to the L2 and thus more similar to
those of native speakers. Any advantage for Spanish-
accented stimuli should therefore be smaller for more profi-
cient NS participants than less proficient ones. If such a pho-
nological mismatch effect were found, L2 learners’
phonological representations could be understood as being
organized differently than those of native speakers.

There is, in fact, some evidence that L2 listeners benefit
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from hearing L2 speech produced with L1 accent. In a study
by Bent and Bradlow~2003!, NE and non-native listeners of
different L1 backgrounds listened to English sentences~all
embedded in white noise! that were spoken by a NE talker
and by proficient and nonproficient Chinese and Korean talk-
ers. The researchers assumed that L2 learners develop a
shared knowledge base for the L2 sound system which helps
them understand the L2 speech of other talkers of the same
language background~the ‘‘matched interlanguage speech
intelligibility benefit’’ ! and even of different language back-
grounds~the ‘‘mismatched interlanguage speech intelligibil-
ity benefit’’!. In support, it was found that NE listeners rec-
ognized more words in the sentences spoken by the NE
talker than by the L2 talkers, whereas Chinese and Korean
listeners’ performance was as good for sentences spoken by
proficient talkers of their L1 as it was for sentences spoken
by the NE talker. Further, another group of non-native listen-
ers from various language backgrounds~ten different lan-
guages! recognized as many words in the sentences spoken
by proficient Chinese and Korean talkers as by the NE talker.

Similar results were obtained by van Wijngaarden
~2001!, who examined the recognition of both native-
produced and English-accented Dutch sentences by native
Dutch listeners and by native English listeners. The native
English listeners had spoken Dutch as an L2 for an average
of 20 years and were highly proficient. Using a speech re-
ception threshold method, it was found that the native Dutch
listeners generally tolerated a higher level of noise than the
English listeners did, and they tolerated more noise for
native-produced than English-accented speech. However, the
native English listeners tolerated noise for English-accented
speech to the same extent as for the native Dutch speech.
Thus, non-native speech was less intelligible to native listen-
ers, but it was as intelligible as native speech to non-native
listeners.

In a subsequent study~van Wijngaardenet al., 2002!,
native Dutch participants were asked to identify words in
Dutch, English, and German sentences that were produced
by native talkers of each language, as well as by native
Dutch talkers~thus including Dutch-accented English and
German sentences!. Again using a speech reception threshold
method, the researchers found that the Dutch listeners, who
were more proficient in English than German, tolerated more
noise for native-produced as compared to Dutch-accented
English sentences, whereas more noise was tolerated for
Dutch-accented vs native-produced German sentences.

The results from the three studies just cited are, how-
ever, only suggestive with respect to our phonological mis-
match hypothesis. Lexical characteristics such as word fre-
quency were not controlled or examined in these studies. In
addition, the proficiency of non-native listeners in the L2
varied substantially across studies and/or was not systemati-
cally evaluated. Further, sentence recognition is affected by
various suprasegmental factors including prosody and speak-
ing rate ~e.g., Bradlow, Torretta, and Pisoni, 1996; Cohen,
Douaire, and Elsabbagh, 2001; Cutler and van Donselaar,
2001!, but the influence of these factors was not considered
either. As a result, it is not clear how any advantage in per-
ceiving foreign-accented speech might be related specifically

to L2 listeners’ segmental representations for spoken words.
According to the phonological mismatch hypothesis

evaluated in the present study, the accuracy or efficiency of
spoken word recognition should be reduced when listeners’
lexical representations do not match input speech stimuli.
Thus, our hypothesis bears not only on listeners’ perception
of L2 words, but also on the perception of foreign-accented
speech by native listeners. The NE participants in our study
were expected to recognize more English words spoken by
another NE speaker than English words spoken with a Span-
ish accent. Apart from the findings already reviewed, the
only other relevant research on foreign-accented speech per-
ception by native listeners has used sentence stimuli to show
reduced performance as compared to native-produced
speech—a difference that has been attributed to normaliza-
tion processes~Derwing and Munro, 1997; Munro and Der-
wing, 1995! and processing cost~Derwing and Munro, 2001;
Munro, 1998; Munro and Derwing, 2001!. If our hypothesis
were upheld, it could offer a further explanation at the level
of segmental representations for the difficulty that native
speakers have in perceiving non-native speech.

Like Bradlow and Pisoni~1999!, we examined the effect
of word frequency and neighborhood density on word recog-
nition. However, our study differs from that of Bradlow and
Pisoni in a third important respect. In Bradlow and Pisoni’s
study, lexical factors covaried—i.e., easy words were of high
frequency and were from sparse neighborhoods, whereas
hard words were of low frequency and were from dense
neighborhoods. As the researchers themselves acknowl-
edged, their non-native listeners’ recognition of fewer hard
than easy words might have reflected the influence of word
frequency, apart from any effect of neighborhood density.
Indeed, in contrast to native listeners, the non-native listeners
also rated hard words as less familiar than easy words. Bra-
dlow and Pisoni used a 7-point familiarity scale, but only a
rating of ‘‘7’’ ~‘‘I know this word’’ ! was taken as clear evi-
dence that a word was known~see Balota, Pilotti, and Cor-
tese, 2001, for discussion!. A follow-up analysis examining
the subset of lexical items given a rating of ‘‘6’’ or ‘‘7’’
yielded essentially the same results as the analysis of all
items. It is nevertheless possible that the non-native partici-
pants actually knew fewer hard than easy words, and that this
contributed to their difficulty in recognizing hard words.

To address these limitations, the stimulus set examined
in the present study consisted entirely of known English
words that varied orthogonally in word frequency and neigh-
borhood density.1 Our results should therefore help pinpoint
the causes of any word recognition difficulty by non-native
listeners. We hypothesized that the effects of word frequency
and neighborhood density would be greater when there is a
mismatch between phonological representations and incom-
ing speech stimuli. NE participants should thus display larger
effects of these lexical factors for Spanish-accented speech
than for native-produced stimuli, whereas NS participants
should show larger effects for native-produced speech than
Spanish-accented stimuli. Specifically, the impact of fre-
quency ~better recognition for high- than low-frequency
words! and neighborhood density~better recognition for
words from sparse than dense neighborhoods, or a ‘‘compe-
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tition effect’’! should be greater in the mismatch than the
match conditions.

Finally, we also collected subjective frequency estimates
for the test words from both NE and NS participants to fur-
ther explore differences in lexical organization. Specifically,
we wanted to examine how strongly subjective and objective
word frequency measures might be correlated, and whether
or not subjective frequency is related to word recognition
performance. Experienced word frequency has typically been
operationalized by reference to the number of occurrences of
lexical items in written corpora such as that of Kucˇera and
Francis~1967!, which is based on written materials. How-
ever, several previous studies have indicated that such esti-
mates of word frequency may be confounded with age of
acquisition and other dimensions of word familiarity that af-
fect various stages of word recognition~e.g., Connineet al.,
1990; Garlock, Walley, and Metsala, 2001; Morrison and El-
lis, 1995!. In addition, objective frequency counts are subject
to sampling biases, including the under-representation of
low-frequency words and restricted range effects~Carroll,
1971; Lachman, Shaffer, and Hennrikus, 1974!. For these
reasons, subjective estimates may actually be better predic-
tors of psychological familiarity, and thus word recognition
performance~Gernsbacher, 1984; Gordon, 1985!. Past re-
search has also revealed modality-specific effects for subjec-
tive frequency estimates, suggesting that people can differ-
entiate between auditory and visual experiences with
particular words~Amano, Kondo, and Kakehi, 1995; Balota
et al. 2001; Gaygen and Luce, 1998!. In our study then, we
asked participants to provide estimates for the relative fre-
quency with which the test words were spoken and/or heard.

In summary, the present study differed from previous
studies in several ways:~i! two lexical factors, word fre-
quency and neighborhood density, were orthogonally varied;
~ii ! native-produced and foreign, Spanish-accented stimuli
were presented to listeners;~iii ! our non-native listeners had
similar L1 backgrounds, but varied in English pronunciation
proficiency;~iv! steps were taken to ensure that all the test
words were known to the listeners; and~v! subjective fre-
quency ratings were collected.

The specific aims of this study were~a! to determine if
there is an advantage for recognizing words when listeners’
presumed phonological representations match incoming
speech stimuli;~b! to determine how such an advantage
might change as L2 pronunciation proficiency increases;~c!
to examine the separate effects of word frequency and neigh-
borhood density on L2 word recognition; and~d! to evaluate
the relation between subjective and objective word frequency
for NE and NS participants, as well as the effect of subjec-
tive frequency on recognition performance.

II. EXPERIMENT

A. Method

1. Stimuli and design

a. Stimulus selection. To ensure that all participants, in-
cluding those in the NS groups, knew all the test words, we
began by developing a list of 365 words that were likely to
be acquired by adults in the early stages of learning English

as an L2. All were one syllable in length, and most had a
CVC structure~e.g., bird, cake, love!. In a pilot test, six
NS-speaking listeners~none of whom subsequently partici-
pated in the study! indicated if they knew each word and, if
so, rated it for subjective familiarity using a scale that ranged
from 1 ~‘‘least familiar’’ ! to 7 ~‘‘most familiar’’ !.

Four sets of 20 words that differed orthogonally in text
word frequency~Kučera and Francis, 1967! and neighbor-
hood density~Luce and Pisoni, 1998! were formed from the
332 items that were known by at least five of the six pilot
listeners and that received a familiarity rating greater than
5.0. All 80 test words are listed in the Appendix. The four
sets of test words consisted of:~a! words with relatively high
text frequency from dense neighborhoods;~b! high-
frequency words from sparse neighborhoods;~c! low-
frequency words from dense neighborhoods; and~d! low-
frequency words from sparse neighborhoods. As shown in
Table I, words differing in frequency had comparable neigh-
borhood density values, and words differing in neighborhood
density had comparable frequency values.2

b. Recording. The 80 test words were recorded by a
male NE talker who was born and raised in the Midwest but
had lived in Birmingham, Alabama for 21 years. The stimuli
produced by this talker are referred to as the ‘‘native-
produced’’~or simply ‘‘native’’! stimuli. The test words were
also recorded by an adult male speaker of Spanish who was
born in Chile, had resided in the U.S. for 2 months, and was
judged by the authors to speak English with a strong foreign
accent. These stimuli are referred to as ‘‘Spanish-accented’’
~or ‘‘accented’’! stimuli. The words produced by both talkers
were digitized at 22.05 kHz and normalized for peak inten-
sity ~50% of full scale!.

The NE talker read the test words from a list, one at a
time. For accented stimuli, in order to generate a range of
tokens to select from, the NS talker produced the 80 test
words four times each using different elicitation methods
~see Flege, Munro, and MacKay, 1995!. The four tokens of
each test word produced by the NS talker were auditorily
evaluated by the third author, a NE speaker with extensive
training in phonetics. A few tokens contained a segmental
substitution that resulted in a perceived change in lexical
identity ~e.g., ahide token that sounded likehi, a bed token
that sounded likeBeth!. These tokens were eliminated and
the token of each word that was judged to have the strongest
foreign accent among the remaining tokens was retained for
the study.

A single NE pilot listener listened to the 80 native

TABLE I. Mean word frequency and neighborhood density of test words
~ranges are in parentheses!. Note. WF: word frequency, or occurrence per
million words ~Kučera and Francis, 1967!; ND: neighborhood density, or
number of words that differ by a one segment, addition, deletion, or substi-
tution ~Luce and Pisoni, 1998!.

ND

High WF Low WF

Dense Sparse Dense Sparse

Example ‘‘bed’’ ‘‘bring’’ ‘‘bell’’ ‘‘boss’’
WF 169.5~54-500! 177.8~58-591! 18.0 ~3-37! 22.4 ~1-41!
ND 23.5 ~17-39! 10.0 ~3-15! 23.8 ~19-30! 10.4 ~4-14!
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stimuli in the clear and recognized all of them. Three NE
pilot listeners evaluated the 80 Spanish-accented stimuli. At
least one listener recognized 69 stimuli. Of the 11 stimuli not
recognized by any listener, three stimuli were misheard in
the same way. Specifically, all three listeners heard the ac-
centedfish stimulus ~pronounced /fitb/! as feet /fit/; the ac-
centedvoice stimulus ~pronounced /bɔ(s/! as boys /bɔ(z/;
and the accentedbossstimulus ~pronounced /"Å(2/! as bus
/"#2/. These misperceptions by the native English pilot lis-
teners do not indicate that the aforementioned Spanish-
accented stimuli were inappropriately chosen. Thefish,
voice, andbossstimuli were correctly recognized by 57% of
the NS-speaking listeners when presented in noise in the ex-
periment proper. This suggested that while the Spanish-
accented stimuli might not have been realized in such a way
as to promote correct lexical access by NE-speaking listen-
ers, their phonetic realization was sufficient for lexical access
by at least some people who themselves spoke English with
a Spanish accent.

The third author carried out a broad phonetic transcrip-
tion of the 80 Spanish-accented stimuli. A total of 17 seg-
mental substitutions was noted, the most common being /2/
for /6/ ~in cheese, noise, nose!, /#b/ for /b/ ~in push, shake,
shine!, and /Å/ for /Ä/ ~in boss, lost, sock!. The substitutions
were somewhat more common in words drawn from sparse
than dense neighborhoods~12 vs 5!, but about equally com-
mon in high- and low-frequency words~8 vs 9!. The imbal-
ance in number of substitutions between high- and low-
neighborhood word stimuli is probably due to the fact that
segmental substitutions result in a perceived change in lexi-
cal identity less often for sparse word stimuli than dense
word stimuli. As expected from previous research~e.g.,
Flege and Munro, 1994!, all stimuli contained subsegmental
divergences from the phonetic norms of English and there-
fore conveyed foreign accent. These included the shortening
of voice-onset time in word-initial tokens of /! # %/, the par-
tial devoicing of word-final tokens of voiced obstruents, the
prolongation of initial /*/ tokens, and the weakening of final
/'/ segments.

The stimuli were measured for duration and the duration
values were submitted to a 2 (talker)32 (neighborhood
density)32 (word frequency) ANOVA. Words from dense
neighborhoods were significantly shorter than words from
sparse neighborhoods (M5473 vs 528 ms!, F(1,76)58.4,
p,0.01, and the Spanish-accented stimuli were shorter than
the native-produced stimuli (M5448 vs 552 ms!, F(1,76)
580.0,p,0.01. The effect of frequency was nonsignificant,
however;F(1,76)51.1, p.0.10, and no significant interac-
tions were found.

The 160 stimuli~80 test words32 talkers) were mixed
with noise to bring word recognition scores off ceiling. Mul-
titalker babble was created by adding the voices of six NE
and six NS talkers. The noise segment was set to 10% of full
scale of peak intensity, and then added to the 160 stimuli
described earlier~which had been normalized at 50% peak
intensity of full scale!. This yielded stimuli having S/N ratios
of approximately 14 dB.

c. Counterbalancing procedure. Two blocks of 40 test
words, designated ‘‘A’’ and ‘‘B’’ ~with ten items randomly

selected from each of the four lexical sets in which word
frequency and neighborhood density varied! were formed.
The order of words was randomized within each block.
Blocks A and B were presented as both native and Spanish-
accented stimuli, and the order of presentation for stimulus
type ~native vs Spanish-accented! was counterbalanced.
Thus, the participants were randomly assigned to one of four
counterbalanced conditions: A-native/B-accented,
A-accented/B-native, B-native/A-accented, or B-accented/A-
native. Across participants, each test word was presented in
both native and Spanish-accented form. A given listener
heard each of the 80 test words~half native, half Spanish-
accented! only once.

2. Procedure

Participants were tested individually in a sound booth in
a session lasting about 1 h. They completed three primary
tasks in the following order: a word recognition task, a writ-
ten lexical knowledge test, and a sentence production task.
These tasks were preceded by a pure-tone hearing screening
and followed by a language background questionnaire in
which demographic information such as age of arrival and
length of residence in the United States, and use of English
and Spanish was collected~see Table II!.

In the word recognition task, the stimulus words were
presented one at a time via loudspeakers. The participants
were asked to write down each word on a prepared answer
sheet. They were given a short demonstration of the task, and
a 16-item practice session preceded each of the two blocks.
The participants were encouraged to adjust loudness to a
comfortable level during the practice session. The practice
words differed from the 80 test words. They were recorded
by a female NE and a female NS talker and presented with
the same multitalker babble as the test stimuli. Each test
block began with five extra items which were not analyzed.

In the lexical knowledge test, participants were asked to
indicate whether or not they knew each of the 80 test words,
which were presented in written form. Five nonword foils
were included to ensure that participants would veridically
report any test items they did not know. If they knew an item,
participants provided an estimate of frequency of usage on a
scale that ranged from 1~‘‘seldom hear/say this word’’! to 7
~‘‘often hear/say this word’’!. To encourage them to use the
entire rating scale when rating the 80 items, participants were
given examples of seven words that were presumed to span
the full 7-point scale~e.g.,dog is heard/said much more of-
ten thanoctopus!. Thus, our rating scale emphasized the rela-
tive frequency of word usage. Next, two 7-item practice sets
were presented. When participants demonstrated an under-
standing of the instructions, the test items were presented.

The sentence production task involved saying five
simple English sentences three times each using a delayed
repetition technique~see Flegeet al., 1995!. The sentences
were later used to assign NS participants to subgroups dif-
fering in English pronunciation proficiency. Only the third,
fluent repetition of each sentence was used for group assign-
ment ~see below!.

Participants’ written responses in the word recognition
task were scored ‘‘correct’’ when they exactly matched the
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target words. However, we anticipated that the NS partici-
pants might misspell some words. Given that our interest
was in spoken word recognition rather than in spelling abil-
ity, the experimenter examined each participant’s written re-
sponses after practice sessions and after each block of 40 test
stimuli. She asked for clarification if the handwriting was not
legible. For responses that were not exact, she asked what
word the participant had intended to write. If the explanation
corresponded to the target~e.g., ‘‘being noisy’’ for the writ-
ten responsêlaud& for the stimulusloud!, the written re-
sponse was scored as correct.

3. Participants

Sixty NS speakers living in or near Birmingham, AL and
16 NE speakers, who were born and raised in Alabama, were
recruited through advertisements in a university paper and
through personal contacts. The NS participants were required
to have been born in a predominantly Spanish-speaking
country, to have learned Spanish as their L1 from native
Spanish-speaking parents, and to be between the ages of
19–50 years. Nine of the 60 NS participants were excluded:
two failed the pure-tone hearing screening; one did not com-
plete the experiment; three failed to report three or more
nonword foils in the lexical knowledge test as unknown
words; and three knew fewer than 96%~77/80! of the test
words.

As mentioned earlier, participants recorded sentences af-
ter the lexical knowledge test. Three sentences produced by
each of the 51 retained NS participants and the 16 NE par-
ticipants were digitized~22.05 kHz!, and then randomly pre-
sented to seven NE listeners from Alabama. Sentences pro-
duced by the NS and NE speakers who had recorded the
stimuli for the word recognition task were also presented.
The NE listeners rated the sentences using a scale that ranged
from 1 ~‘‘strong accent’’! to 9 ~‘‘no accent’’!.

An average foreign accent~FA! rating was computed for
each NS participant. The 16 NS participants with the mildest

foreign accents were assigned to a ‘‘high pronunciation pro-
ficiency’’ ~HP! group, with the restriction that there were
four participants from each of the four counterbalancing con-
ditions in this group. The 16 NS participants with the stron-
gest foreign accents were assigned to a ‘‘low pronunciation
proficiency’’ ~LP! group with the same restriction. The aver-
age age, in years, of the NE, HP, and LP groups was 34
~range: 22–47!, 30 ~range: 19–46!, and 33~range: 20–47!,
respectively, and the average FA rating was 8.67~range: 7.5–
9.0!, 6.34 ~range: 3.6–8.8!, and 2.13~range: 1.4–2.9!. De-
mographic information for the two NS groups is shown in
Table II.

B. Results

1. Word recognition scores

Percent-correct scores for the ten items in each of the
eight conditions of the stimulus design were obtained for
each participant and submitted to a 3~group: NE, HP, LP!32
~stimulus type: native, Spanish-accented!32 ~word fre-
quency: high, low!32 ~neighborhood density: dense, sparse!
ANOVA. Group served as a between-subjects factor, and
stimulus type, word frequency and neighborhood density as
within-subjects factors. Only significant main effects or in-
teractions will be reported. Significant interactions were fol-
lowed up by simple effects tests with Bonferroni’s correction
(p,0.05).

The ANOVA yielded significant main effects of group,
F(2,45)515.27, p,0.001, stimulus type,F(1,45)598.82,
p,0.001, and neighborhood density,F(1,45)567.06, p
,0.001. Both the NE and HP groups performed better than
the LP group~66.6% and 65.0% vs 53.0%!. Also, more na-
tive than accented stimuli were correctly recognized~70.4%
vs 52.8%!, as were more words from sparse than dense
neighborhoods~66.6% vs 56.6%!.

The two-way group3stimulus type interaction was sig-
nificant, F(2,45)529.73,p,0.001. The NE and HP groups
performed better for native than accented stimuli, whereas

TABLE II. Demographic information for the HP and LP groups. Shown for each characteristic are means~standard deviations and ranges are in parentheses!.
Note. HP: high pronunciation proficiency group; LP: low pronunciation proficiency group. FA~foreign accent! ratings are based on a 9-point scale from 1
~strongest accent! to 9 ~least accent!. AOA: age-of-arrival in the U.S. in years; LOR: length of U.S. residence in years. Estimates of hours of English and
Spanish use per day are based on a 6-point scale from 1~none!, 2 ~0.5 h!, 3 ~1 h!, 4 ~2 h!, 5 ~4 h!, and 6~6 h or more!. Estimates of hearing Spanish-accented
speech are based on a scale from 1~very seldom! to 7 ~very often!. Estimates of ability to speak and understand English and Spanish are based on a 7-point
scale~1—poor; 4—OK; 7—good!.

HP LP

Chronological age 30~8.3; 19–46! 33 ~8.5; 20–47!
FA rating 6.3~1.8; 3.6–8.8! 2.1 ~0.5; 1.4–2.9!
AOA 19.8 ~8.8; 1.9–38.5! 29.0 ~8.2; 13.4–41.9!
LOR 9.7 ~6.7; .9–24.2! 4.1 ~3.4; 0.02–1.2!
Age English study began 8.9~4.3; 0–16! 10.4 ~2.6; 6–14!
Years of English study 6.5~4.5; 0–14! 6.5 ~4.1; 0.1–13!
Education in home country 13.5~5.8; 3–22! 15.8 ~4.9; 4–25!
Education in US 5.2~4.6; 0–14! 1.5 ~1.8; 0–5!
Spoken English use 5.9~0.3; 5–6! 4.6 ~1.4; 2–6!
Spoken Spanish use 5.1~1.2; 2–6! 5.4 ~1.1; 2–6!
Hearing Spanish-accented speech 2.4~1.7; 1–6! 3.3 ~2.5; 0–7!
Ability to speak English 5.9~0.9; 4–7! 4.3 ~1.1; 2–6!
Ability to speak Spanish 6.8~0.5; 5–7! 6.9 ~0.3; 6–7!
Ability to understand English 6.0~0.8; 4–7! 4.8 ~1.2; 3–7!
Ability to understand Spanish 6.8~0.5; 5–7! 7.0 ~0; 7!
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the LP group’s performance was similar for the two types of
stimuli. This finding only partially supported the phonologi-
cal mismatch hypothesis. That is, although the NE group did
recognize more native than accented stimuli, the LP group
did not recognize more Spanish-accented than native stimuli.

The two-way stimulus type3word frequency interaction
was also significant,F(2,45)514.99,p,0.001. This was the
only significant effect involving word frequency~see Fig. 1!.
Post hoctests revealed that more high- than low-frequency
words were recognized in the accented condition,F(1,47)
59.03. The opposite trend for native stimuli did not reach
significance when Bonferroni’s correction was applied,
F(1,47)55.11. This result might reflect subtle differences in
the way the NE and the NS talker produced the stimuli. The
NE talker might have produced the low-frequency words

more clearly than the high-frequency words~e.g., Geffin and
Luszcz, 1983; Wright, 1979!, whereas the NS talker might
have produced the high-frequency words more accurately
~with less foreign accent because of the frequent use! than
low-frequency words. However, as noted in the Method sec-
tion, when duration and segmental substitutions were ana-
lyzed, no differences were found for high- vs low-frequency
words by either the NE or NS talker.

The significant three-way group3stimulus type
3neighborhood density interaction,F(2,45)55.56, p
,0.01, is shown in Fig. 2. For words from sparse neighbor-
hoods~right panel!, there was no difference between the NE,
HP, and LP groups’ performance when the stimuli were ac-
cented ~59.4%, 59.1%, and 57.8%, respectively!, F(2,45)
50.04, whereas both the NE and HP groups performed bet-
ter than the LP group for native stimuli~83.4% and 82.2% vs
57.5%!, F(2,45)536.54. For words from dense neighbor-
hoods~left panel!, the HP and LP groups performed better
than the NE group when the stimuli were accented~51.6%
and 48.1% vs 40.6%!, F(2,45)55.82. In contrast, for native-
produced stimuli, the NE group performed better than the HP
group, who performed better than the LP group~83.1% vs
67.5% vs 48.4%!, F(2,45)543.64. Thus, for both native and
accented words from sparse neighborhoods, the NE and HP
groups performed similarly. Interestingly, however, for
words from dense neighborhoods, the NE group recognized
more native stimuli than the HP and LP groups, whereas the
HP and LP groups recognized more accented stimuli than the
NE group did.

The significant three-way interaction points to a differ-
ential influence of neighborhood density~i.e., better word
recognition for words from sparse than dense neighbor-
hoods! for the three groups. The HP and LP groups displayed
a competition effect only for the native stimuli,F(1,15)
556.07 andF(1,15)512.23 (p,0.05, Bonferroni!, whereas
the NE group displayed this effect only for the accented
stimuli, F(1,15)522.35 (p,0.05, Bonferroni!. The differ-
ence between words from sparse and dense neighborhoods
for the accented stimuli did not reach significance for the LP

FIG. 1. Mean percent-correct word recognition scores as a function of
stimulus type~native, accented speech! and text word frequency. Error bars
represent one standard error of the mean.

FIG. 2. Mean percent-correct word
recognition scores as a function of
stimulus type and neighborhood den-
sity for the native English~NE!, high
pronunciation proficiency~HP!, and
low pronunciation proficiency~LP!
groups. Error bars represent one stan-
dard error of the mean.

902 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Imai, Walley, and Flege: Native and Spanish-accented word recognition



group ~57.8% vs 48.1%!, F(1,15)55.21 (p.0.05, Bonfer-
roni!, or the HP group~59.1% vs 51.6%!, F(1,15)52.21
(p.0.10, Bonferroni!. Thus, the results show interesting in-
teractions by neighborhood density and stimulus type. The
competition effect is evident when there were mismatches
between speech input and phonological representations. That
is, when fine-grained phonological discrimination was re-
quired~for words from dense neighborhoods!, the mismatch
between phonological representations and speech stimuli
seems to have impeded performance.

The phonological mismatch hypothesis predicts that
fewer words should be recognized when there is a large dis-
crepancy between listeners’ phonological representations and
the speech input they hear. We further anticipated that this
might be especially true for low- vs high-frequency words
and/or words from dense vs sparse neighbors. The results
show that the NE and HP groups recognized more native
than accented stimuli, suggesting that the HP group has de-
veloped representations of English words that were close to
those of the NE speaker. The LP group, however, did not
recognize more Spanish-accented than native stimuli, thus
failing to support our hypothesis. Also, word frequency did
not interact with group. Possible reasons for this lack of sup-
port will be provided in the Discussion section.

Although the effect of word frequency was minimal, the
three groups did recognize words differently according to
stimulus type~native vs accented! and neighborhood density.
For words from dense and sparse neighborhoods, no group
recognized more Spanish-accented than native stimuli. How-
ever, there were between-group differences, such that the NS
groups recognized more Spanish-accented stimuli from
dense neighborhoods than the NE group, whereas the NS
groups’ performance was similar to the NE group’s for ac-
cented stimuli from sparse neighborhoods. These findings
partially support the phonological mismatch hypothesis; i.e.,
the effect of mismatched conditions was observed when dif-
ferences between groups were considered.

As noted in the Methods section, analyses of stimulus
duration and segmental substitution of Spanish accented
stimuli showed differences between words from dense and
sparse neighborhoods. The words from dense neighborhoods
were shorter in duration and had fewer substitutions than the
words from sparse neighborhoods. There were no differences
in duration or the number of substitutions between high- and
low-frequency words. Our focus in this study was on group
differences in recognition performance, and the duration dif-
ference would have affected the three groups equally. As
there were more substitutions for sparse than dense, if there
were an effect of substitution, it would have counteracted the
mismatch effect we obtained. Thus, the confounding of the
characteristics of Spanish-accented speech and stimulus se-
lection was probably minimal.

2. Correlational data for NS participants

Pearson’sr correlations between the word recognition
scores for native and accented stimuli, FA ratings, and other
demographic information for the 32 NS participants were
obtained (p,0.001, unless otherwise noted!. As in previous
studies~e.g., Flege, 1988; Yeni-Komshian, Flege, and Liu,

2000!, we found a negative correlation between mean FA
ratings and age of arrival~AOA! in the U.S. (r 520.63), as
well as a positive correlation between FA ratings and length
of residence, or LOR (r 50.72). AOA was strongly corre-
lated with years of education in the home country and in the
U.S. (r 50.73 and 0.72! and also English use (r 50.56). FA
ratings was highly correlated with estimates of English use
(r 50.56). Estimates of Spanish use were not correlated with
any of these variables.

Recognition scores for native stimuli were significantly
correlated with FA ratings, AOA, years of education in the
U.S. (r 50.64,20.47 and 0.66!, and with estimates of En-
glish use (r 50.41,p,0.05), but only marginally with LOR
(r 50.33, p50.07). The moderately high correlation be-
tween recognition of the native stimuli and the FA ratings
suggests there is indeed a link between good L2 perception
and pronunciation.

Notably, word recognition scores for the accented
stimuli were not significantly correlated with any of the mea-
sures examined here. In particular, having an L2 phonologi-
cal system that is substantially affected by the L1, as implied
by having a strong foreign accent, was not correlated with
better recognition of Spanish-accented words. This null find-
ing is consistent with the ANOVA results, which showed
little difference in performance for Spanish-accented stimuli
between the HP and LP groups.

3. Subjective frequency ratings

We next calculated Pearson’sr correlations between the
NE, HP, and LP groups’ subjective frequency ratings for the
80 test words:r 50.82 for NE and HP;r 50.78 for NE and
LP; r 50.88 for HP and LP (p,0.001, in each instance!.
These strong correlations indicated that for the test words
selected for this study, the estimated frequency of word use
was similar across listener groups, regardless of proficiency
in English. The correlations between the subjective fre-
quency ratings of our three groups and text word frequency
were in the moderate range:r 50.36, 0.42, and 0.52, for the
NE, HP, and LP groups, respectively (p,0.001, in each in-
stance!.

4. The effect of subjective frequency on word
recognition

Thus far, text word frequency does not seem to have had
a strong effect on spoken word recognition performance.
Previous work suggests that subjective measures of experi-
enced word frequency may be more sensitive than objective
ones. We therefore reanalyzed participants’ word recognition
scores using their subjective frequency ratings. The 40 words
from dense neighborhoods were rank ordered according to
mean subjective frequency ratings from the 54 participants,
and then divided into a set of 20 high subjective frequency
words (M rating55.0) and a set of 20 low subjective fre-
quency words (M53.0). Similarly, sparse words were sub-
divided into high and low subjective frequency categories
(M55.1 vs 3.6!.3 See the Appendix for average subjective
frequency ratings for each word.

Percent-correct scores for these new conditions were
submitted to a 3~group: NE, HP, LP!32 ~stimulus type: na-
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tive, Spanish-accented!32 ~subjective frequency: high, low!
32 ~neighborhood density: dense, sparse! mixed-design
ANOVA. Because the reclassification of test words did not
affect the results obtained for other variables, we report only
those effects related to subjective frequency.

The new analysis yielded four effects that differed from
the original ANOVA~see Table III!. As in the original analy-
sis, there was no interaction of group with subjective fre-
quency, suggesting subjective frequency affected word rec-
ognition by all listeners similarly. In the new analysis, there
was a significant main effect of subjective frequency,
F(1,45)536.1, p,0.001. More high- than low-frequency
words were correctly recognized~67% vs 57%!. Also, there
was a significant two-way interaction between subjective fre-
quency and neighborhood density,F(1,45)535.0, p
,0.001. More words from sparse than dense neighborhoods
were recognized when the words were of high subjective
frequency~57.3% vs 75.5%!, whereas no neighborhood den-
sity effect was found for low subjective frequency words
~55.8% vs 57.6%!. Last, the three-way subjective frequency
3neighborhood density3stimulus type interaction was sig-
nificant,F(1,45)529.8 p,0.001.

The three-way interaction~see Fig. 3! was explored by
tests of simple main effects~Bonferroni,p,0.05). For both

native and accented stimuli, the differences between words
from sparse and dense neighborhoods were significant only
for high, not low subjective frequency items. However, this
neighborhood density effect was much larger for accented, as
opposed to native stimuli.

In sum, when subjective frequency was used to classify
the test words, there was an interactive effect of neighbor-
hood density on word recognition. For native stimuli, perfor-
mance was in the expected direction~i.e., better for high-
than low-frequency items! for words from both dense and
sparse neighborhoods. However, for Spanish-accented
stimuli, only words from sparse neighborhoods followed this
pattern; the recognition of less phonologically confusable
items was enhanced when they were of high frequency,
whereas the recognition of highly confusable items was not
affected by word frequency.

III. DISCUSSION

Previous studies have shown that L2 learners have dif-
ficulty recognizing L2 words~e.g., Bradlow and Bent, 2002;
Mayo et al., 1997!. One likely source of this difficulty is that
perceptual representations for vowels and consonants are not
optimally attuned to the L2; another is insufficient higher-
level, lexical knowledge. To date however, only a handful of
studies have considered the relations between L2 learners’
phonological representations and their higher-level, lexical
knowledge~e.g., Bradlow and Pisoni, 1999; Meadoret al.,
2000!. The present study evaluated the influence of two lexi-
cal factors~word frequency and neighborhood density! on
word recognition by NE listeners and two groups of NS lis-
teners who differed in overall degree of foreign accent~high
pronunciation proficiency vs low pronunciation proficiency!.
Listeners were asked to identify words that were spoken by a
NE speaker~native-produced stimuli! and by a NS speaker
~Spanish-accented stimuli!.

According to our phonological mismatch hypothesis,
differences between the phonetic specification of vowels and
consonants in English words and listeners’ lexical represen-
tations should lead to decreased word recognition perfor-
mance. We hypothesized that NS adults tend to use
‘‘Spanish-like’’ phonological representations when process-
ing spoken English words. We also hypothesized that, con-
current with L2 learners’ improved L2 pronunciation, their
L2 lexical representations would more closely resemble
those of native speakers. We assumed that NE listeners’ lexi-
cal representations are optimally attuned to the typical pro-
nunciation of English words. Thus, we expected mismatches
to occur when the NE listeners attempted to recognize the
Spanish-accented stimuli and when the NS listeners at-
tempted to recognize the native stimuli. The latter mismatch
effect was expected to be larger for the LP vs HP group.

This mismatch effect was expected to be influenced by
lexical factors such as word frequency and neighborhood
density. Specifically, we anticipated that low-frequency
words might have higher thresholds for activation than high-
frequency words~see the models of Becker, 1980; Forster,
1981!, and thus be harder to recognize in the mismatch con-
ditions where the bottom-up input was not optimal. We also
expected that fewer words from dense than sparse neighbor-

FIG. 3. Mean percent-correct word recognition scores as a function of
stimulus type, subjective frequency, and neighborhood density. Error bars
represent one standard error of the mean.

TABLE III. Effects obtained for ANOVAs of word recognition scores. Note.
In the original analysis, test words were categorized according to text word
frequency; in the reanalysis, they were categorized according to subjective
frequency ratings.

Effect Original analysis
~text word frequency!

Reanalysis
~subjective frequency!

Frequency F(1,45),1 n.s. F(1,45)536.1a

Frequency3
stimulus type

F(1,45)515.0b F(1,45)52.4 n.s.

Frequency3
neighborhood density

F(1,45),1 n.s. F(1,45)535.0a

Frequency3stimulus type3
neighborhood density

F(1,45),1 n.s. F(1,45)529.8a

ap,0.01.
bp,0.05.
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hoods would be recognized in the mismatch conditions be-
cause the former require more fine-grained segmental per-
ception~see also Bradlow and Pisoni, 1999!.

Our results provided some support for the phonological
mismatch hypothesis. Although the NE and HP groups per-
formed consistently better for native than Spanish-accented
stimuli, the LP group’s performance for Spanish-accented
stimuli was no better than for native stimuli. There are sev-
eral possible reasons why we did not obtain the expected
mismatch effect for the LP group. First, although there are
‘‘typical’’ foreign-accent patterns by talkers of a particular
L1, there are likely idiosyncrasies for individuals that are
difficult to tease apart from these general patterns. Differen-
tial L2 experience in terms of the quality and quantity of
input might produce foreign accents that are more varied
across L2 learners than individual variations among L1 talk-
ers. Thus, phonological ‘‘matches’’ for native-produced
stimuli with native listeners might be greater than matches
especially for accented stimuli with the LP group. Second,
Spanish has regional accents and the NS participants in our
study were from various Central and South American coun-
tries. This heterogeneous background might have reduced the
effect of exact phonological matches. Third, we added noise
to our stimuli, and it has been shown that noise can have
more adverse effects on non-native vs native listeners~e.g.,
van Winjingarden, 2001!. Perhaps our LP participants needed
clearer segmental information for accurate recognition.

The effect of word frequency on word recognition in our
study was similar across groups, which might be due to our
having employed only known words. Another possible rea-
son why we did not observe strong text frequency effects is
that text word frequency does not constitute a very sensitive
measure of the psychological familiarity of words~Balota
et al., 2001; Garlocket al., 2001; Gernsbacher, 1984; Gor-
don, 1985!. Indeed, when our stimulus sets were reorganized
and analyzed according to subjective frequency estimates,
more high- than low-frequency words were recognized over-
all by all three groups~67% vs 57%!. Further, there was a
boost in recognition scores for high-frequency words from
sparse neighborhoods, and this effect was larger for Spanish-
accented stimuli. This may be because recently used words
have higher activation potentials and are easier to recognize
with limited phonetic information than words of infrequent
use.

There were group differences in word recognition ac-
cording to stimulus type and neighborhood density. For na-
tive stimuli, lower word recognition scores were obtained for
the LP group, who had strong foreign accents, than for the
NE and HP groups. This held true for words drawn from
both dense and sparse neighborhoods. Lower scores were
also obtained for the HP than NE group, but only when ac-
curate segmental perception was especially important—i.e.,
for words from dense neighborhoods. In contrast, for
Spanish-accented stimuli, both NS groups outperformed the
NE group for words from dense neighborhoods that required
more fine-grained speech perception.

In the present study, pronunciation proficiency was used
to define high- and low-proficiency NS groups. We assumed
that good L2 pronunciation corresponds to more native-like

L2 lexical representations. In agreement with previous for-
eign accent research~e.g., Flegeet al., 1995!, the demo-
graphic information indicated the HP participants tended to
have arrived in the U.S. at an earlier age than the LP partici-
pants (M519.8 vs 29.0 years!, to use English more~about 6
or more hours a day vs 3 hours!, and to have lived longer in
the U.S. (M59.7 vs 4.1 years!. These differences might well
have contributed to the HP participants’ superior English
pronunciation, and presumably to the differences observed in
word recognition performance.

The present results confirm that during spoken word rec-
ognition, higher-level processes interact with more bottom-
up, segmental perception. The performance differences be-
tween the HP and LP groups for native stimuli that we
observed further indicated that the lexical representations of
the HP group more closely resembled those of the NE group
than the LP group, but that they are not identical.

Most models of spoken word recognition assume a
matching process between incoming speech sounds and pho-
nological representations in the mental lexicon~e.g., Gaskell
and Marslen-Wilson, 1997; McClelland, 1988; Norris, Mc-
Queen, and Cutler, 1995!. The nature of these representations
has been investigated in many previous studies~e.g., Hintz-
man, 1986!, but few studies have considered such represen-
tations for those learning an L2, or how they are related to
the L1 phonology ~Pallier et al., 2001!. Further, to our
knowledge, no studies have examined whether L2 lexical
representations change as L2 pronunciation improves. The
observed differences between the LP and HP groups in word
recognition performance provided indirect evidence that im-
provements in English pronunciation correspond to more
native-like representations that more closely match speech of
NE speakers.

Similar to our phonological mismatch hypothesis, Bent
and Bradlow~2003! have proposed that there is an interlan-
guage speech intelligibility benefit that is enjoyed by L2 lis-
teners. That is, L2 learners have a shared knowledge base
that aids the recognition of speech produced by non-native vs
native talkers. This shared knowledge base encompasses nu-
merous features of speech, including stress patterns, intona-
tion, phonotactics, as well as segmental features. In contrast,
our mismatch hypothesis focuses on segmental perception
and attempts to control these other potentially relevant fac-
tors. Additional studies at the sentence level will be needed
to elucidate the ways in which such factors affect L2 word
recognition in a more precise manner.

Further research using time-sensitive tasks, such as
priming, will also be needed to define the time course of the
effects of word frequency and neighborhood density, espe-
cially regarding L2 speech processing~e.g., Pallieret al.,
2001!. Perhaps word frequency influences an early stage of
recognition by activating candidate words, while neighbor-
hood density affects a later stage, where matching processes
between speech input and lexical representation occur~e.g.,
Dahan, Magnuson, and Tanenhaus, 2001!. The fact that we
did not find group differences in the effects of either text
word frequency or subjective frequency suggests that the ini-
tial stage of word activation may be similar for the NS and
NE groups. However, as suggested by the differential effects
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of neighborhood density, the later matching stage may differ
between NE and NS speakers.

In conclusion, the results of this study supported the
phonological mismatch hypothesis, at least when the neigh-
borhood density effect is considered. There was a greater
effect of neighborhood density on spoken word recognition
when there were presumed mismatches between lexical rep-
resentations and incoming speech sounds~i.e., native stimuli
for the NS groups and Spanish-accented stimuli for the NE
group! than when there were matches. This may be because
bottom-up processing of speech segments in words from
dense neighborhoods was more affected by differences in
phonological representations as compared to words from
sparse neighborhoods. The HP group showed better recogni-
tion of native stimuli than the LP group, and their perfor-
mance for words from sparse neighborhoods was as good as

that of the NE group, indicating changes in phonological
representations as L2 pronunciation improves. However,
both NS groups showed reduced recognition of words from
dense neighborhoods, suggesting that even when L2 learners’
segmental perception improves, their performance under
conditions requiring more fine-grained perception may still
be compromised.
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APPENDIX

Test words. Note. WF: word frequency; ND: neighborhood density; SF-AVE: average subjective frequency rating across our three listener groups. ND values
were obtained from the Washington University in St. Louis Speech and Hearing Lab Neighborhood Database~see the references!.

Word WF ND SF-AVE Word WF ND SF-AVE Word WF ND SF-AVE Word WF ND SF-AVE

bed 127 25 5.85 bring 158 8 5.69 bell 19 27 2.17 boss 20 11 4.27
call 188 26 6.25 choice 113 3 4.46 bird 31 22 3.50 cart 5 14 2.44
date 103 24 5.33 cold 171 15 5.38 burn 15 22 2.33 cheese 9 13 5.23
face 371 21 4.79 faith 111 11 4.23 cake 13 26 3.79 coin 10 14 4.10
fall 147 26 3.71 fast 78 15 5.04 corn 34 20 3.17 cute 5 6 4.77
heard 269 20 4.83 five 286 12 4.83 duck 9 25 1.92 fish 35 13 3.83
job 238 19 5.92 foot 70 10 4.27 ham 19 26 3.17 fork 14 13 4.65
lake 54 32 3.19 house 591 7 6.31 hide 22 21 2.31 frog 1 4 1.73
list 133 19 4.67 join 65 8 3.79 hurt 37 23 4.54 jump 24 8 3.29
nose 60 18 3.81 kind 313 7 4.69 nail 6 26 3.02 kiss 17 13 5.10
note 127 26 4.94 lost 173 9 3.85 noon 25 19 5.17 lamp 18 11 3.90
park 94 18 4.77 love 232 11 6.06 peach 3 22 2.67 loud 20 12 4.42
part 500 17 4.78 mouth 103 7 4.52 pen 18 29 5.83 match 41 14 3.42
pass 89 24 3.77 move 171 8 5.35 pet 8 30 3.79 mouse 10 14 2.77
phone 54 27 6.58 post 84 15 2.54 sad 35 25 3.65 noise 37 4 4.75
rate 209 39 3.21 safe 58 11 4.10 shake 17 24 3.40 push 37 5 4.25
rest 164 20 5.15 smile 58 5 5.60 sheep 23 20 1.58 smell 34 7 4.67
save 62 22 5.06 voice 226 7 3.65 shine 5 21 3.15 teach 41 13 4.96
ten 165 27 4.63 white 365 11 4.46 sock 4 26 3.94 van 32 12 3.02
west 235 19 3.25 wrong 129 13 4.65 soup 16 22 3.77 wash 37 7 5.81

1Word frequency and neighborhood density information was obtained from
the Washington University in St. Louis Speech and Hearing Lab Neighbor-
hood Database~see the references!.

2A between-items analysis of variance~ANOVA ! indicated that the four
cells were similar in terms of phonotactic probability,F(3,76)52.53, p
50.06. In computing phonotactic probability, we used biphone frequency
~segment-to-segment co-occurrence probability! for adult speech, according
to Carterette and Hubbard~1974!.

3A 2 ~subjective frequency: high, low!32 ~neighborhood density: dense,
sparse! ANOVA was performed on average subjective frequency ratings for
the 80 test words to confirm that ratings were balanced across neighbor-
hood conditions. There was a main effect of subjective frequency,
F(1,76)5128.58,p,0.0001. The high subjective frequency condition had
higher ratings than the low subjective frequency one~5.08 vs 3.33!. There
was also a main effect of neighborhood density,F(1,76)54.76, p,0.05.
The sparse condition had higher frequency ratings than the dense one~4.03
vs 4.37!. However, the difference in ratings was small, and the two-way
interaction was not significant,p.0.10.

Amano, S., Kondo, T., and Kakehi, K.~1995!. ‘‘Modality dependency of
familiarity ratings of Japanese words,’’ Percept. Psychophys.57, 598–
603.

Balota, D. A., Pilotti, M., and Cortese, M. J.~2001!. ‘‘Subjective frequency
estimates for 2,938 monosyllabic words,’’ Mem. Cognit.29, 639–647.

Becker, C. A. ~1980!. ‘‘Semantic context and word frequency effects in
visual word recognition,’’ Mem. Cognit.8, 493–512.

Bent, T., and Bradlow, A. R.~2003!. ‘‘The interlanguage speech intelligibil-
ity benefit,’’ J. Acoust. Soc. Am.114, 1600–1610.

Best, C. T.~1995!. ‘‘A direct realist view of cross-language speech percep-
tion,’’ in Speech Perception and Linguistic Experience: Issues in Cross-
Language Research, edited by W. Strange~York, Baltimore!, pp. 171–
206.

Best, C. T., McRoberts, G., and Goodell, E.~2001!. ‘‘Discrimination of
non-native consonant contrasts varying in perceptual assimilation to the
listener’s native phonological system,’’ J. Acoust. Soc. Am.101, 2299–
2310.

Bradlow, A. R., and Bent, T.~2002!. ‘‘The clear speech effect for non-native
listeners,’’ J. Acoust. Soc. Am.112, 272–284.

Bradlow, A. R., and Pisoni, D. B.~1999!. ‘‘Recognition of spoken words by
native and non-native listeners: Talker-, listener-, and item-related fac-
tors,’’ J. Acoust. Soc. Am.106, 2074–2085.

Bradlow, A. R., Torretta, G. M., and Pisoni, D. B.~1996!. ‘‘Intelligibility of
normal speech. I. Global and fine-grained acoustic-phonetic talker charac-
teristics,’’ Speech Commun.20, 255–272.

Carroll, J. B.~1971!. ‘‘Measurement properties of subjective magnitude es-
timates of word frequency,’’ J. Verbal Learn. Verbal Behav.10, 722–729.

906 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Imai, Walley, and Flege: Native and Spanish-accented word recognition



Carterette, E. C., and Hubbard Jones, M.~1974!. Informal Speech~Univer-
sity of California Press, Berkeley, CA!.

Charles-Luce, J., and Luce, P. A.~1990!. ‘‘An examination of similarity
neighborhoods in young children’s receptive vocabularies,’’ J. Child Lang
22, 727–735.

Cohen, H., Douaire, J., and Elsabbagh, M.~2001!. ‘‘The role of prosody in
discourse processing,’’ Brain Cogn46, 73–82.

Connine, C. M., Mullennix, J., Shernoff, E., and Yelen, J.~1990!. ‘‘Word
familiarity and frequency in visual and auditory word recognition,’’ J. Exp.
Psychol. Learn. Mem. Cogn.16, 1084–1096.

Cutler, A., and van Donselaar, W.~2001!. ‘‘Voornaam is not~really! a ho-
mophone: Lexical prosody and lexical access in Dutch,’’ Lang. Speech44,
171–195.

Dahan, D., Magnuson, J. S., and Tanenhaus, M. K.~2001!. ‘‘Time course of
frequency effects in spoken-word recognition: Evidence from eye move-
ments,’’ Cognit. Psychol.42, 317–367.

Derwing, T. M., and Munro, M. J.~1997!. ‘‘Accent, intelligibility, and com-
prehensibility: Evidence from four L1s,’’ Stud. Second Lang. Acquis.19,
1–16.

Derwing, T. M., and Munro, M. J.~2001!. ‘‘What speaking rates do non-
native listeners prefer?’’ Appl. Linguist.22, 324–337.

Ferguson, C. A., and Farwell, C. B.~1975!. ‘‘Words and sounds in early
language acquisition,’’ Language51, 419–439.

Flege, J. E.~1988!. ‘‘Factors affecting degree of perceived foreign accent in
English sentences,’’ J. Acoust. Soc. Am.84, 70–79.

Flege, J. E.~1995!. ‘‘Second language speech learning: Theory, findings and
problems,’’ in Speech Perception and Linguistic Experience, edited byW.
Strange~York, Baltimore!, pp. 233–272.

Flege, J. E., and Munro, M. J.~1994!. ‘‘The word unit in second-language
speech production and perception,’’ Stud. Second Lang. Acquis.16, 381–
411.

Flege, J. E., Munro, M. J., and Fox, R.~1994!. ‘‘Auditory and categorical
effects on cross-language vowel perception,’’ J. Acoust. Soc. Am.95,
3623–3641.

Flege, J. E., Munro, M. J., and MacKay, I. R. A.~1995!. ‘‘Factors affecting
degree of perceived foreign accent in a second language’’ J. Acoust. Soc.
Am. 97, 3125–3134.

Forster, K. I.~1981!. ‘‘Priming and the effects of sentence and lexical con-
texts on naming time: Evidence for autonomous lexical processing,’’ J.
Exp. Psychol.33A, 465–496.

Garlock, V. M., Walley, A. C., and Metsala, J. L.~2001!. ‘‘Age-of-
acquisition, word frequency and neighborhood density effects on spoken
word recognition by children and adults,’’ J. Mem. Lang.45, 468–492.

Gaygen, D. E., and Luce, P. A.~1998!. ‘‘Effects of modality on subjective
frequency estimates and processing of spoken and printed words,’’ Per-
cept. Psychophys.60, 465–483.

Gaskell, M. G., and Marslen-Wilson, W. D.~1997!. ‘‘Integrating form and
meaning: A distributed model of speech perception,’’ Lang. Cognit. Pro-
cesses12, 613–656.

Geffin, G., and Luszcz, M. A.~1983!. ‘‘Are the spoken durations of rare
words longer than those of common words?’’ Mem. Cognit.11, 13–15.

Gernsbacher, M. A.~1984!. ‘‘Resolving 20 years of inconsistent interaction
between lexical familiarity and orthography, concreteness, and polysemy,’’
J. Exp. Psychol. Gen.113, 256–281.

Gordon, B.~1985!. ‘‘Subjective frequency and lexical decision latency func-
tion: Implications for mechanisms of lexical access,’’ J. Mem. Lang.24,
631–645.

Hintzman, D. L.~1986!. ‘‘ ‘Schema abstraction’ in a multiple-trace memory
model,’’ Psychol. Rev.93, 411–428.

Jusczyk, P. W.~1993!. ‘‘From general to language-specific capacities: The
WRAPSA model of how speech perception develops,’’ J. Phonetics21,
3–28.
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A statistics-based syllable pitch contour model for Mandarin speech is proposed. This approach
takes the mean and the shape of a syllable log-pitch contour as two basic modeling units and
considers several affecting factors that contribute to their variations. The affecting factors include
the speaker, prosodic state~which essentially represents the high-level linguistic components of F0
and will be explained more clearly in Sec. I!, tone, andinitial and final syllable classes. The
parameters of the two modeling units were automatically estimated using the
expectation-maximization~EM! algorithm. Experimental results showed that the root mean squared
errors~RMSEs! obtained in the closed and open tests in the reconstructed pitch period were 0.362
and 0.373 ms, respectively. This model provides a way to separate the effects of several major
factors. All of the inferred values of the affecting factors were in close agreement with our prior
linguistic knowledge. It also gives a quantitative and more complete description of the coarticulation
effect of neighboring tones rather than conventional qualitative descriptions of the tonesandhirules.
In addition, the model can provide useful cues to determine the prosodic phrase boundaries,
including those occurring at intersyllable locations, with or without punctuation marks. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1841572#

PACS numbers: 43.72.Ar@DDO# Pages: 908–925

I. INTRODUCTION

Prosody is an inherent supra-segmental feature of human
speech. It carries stress, intonation patterns, and timing struc-
tures of continuous speech which, in turn, determine the
naturalness and understandability of an utterance. How to
automatically generate, analyze, and recognize prosody in
speech is one of the unresolved problems confronting re-
searchers who study speech synthesis and recognition. Al-
though it is known that prosody is affected by many factors,
such as the phonetic context, sentence type, syntactical struc-
ture, semantics, and the emotional status of the speaker, the
relationship between these affecting factors and prosody are
not totally understood.

Among all the features known to carry prosodic infor-
mation, pitch is the most important one. It has been reported
that the F0 contour characterizes the speaking style and
speaker.1 Therefore, pitch plays a role in many speech related
applications, like text-to-speech ~TTS!,2–9 tone
recognition,10,11 prosodic labeling,12,13 emotional state
recognition,14 speaker accent identification,15 and so on. Ad-
equate pitch control is very important for synthetic speech to
be natural in TTS. If a TTS system generates a tone shape
matching only the lexical expectation of each individual syl-
lable, the lack of consideration of contextual tone variations

will result in underarticulation of tones and lead to the gen-
eration of unnatural speech.

Pitch modeling is even more critical for Mandarin
speech processing, as Mandarin is a tonal language and the
information related to the tonality of a syllable appears, for
the most part, on its pitch contour. Although there are only
five lexical tones and a previous study16 has concluded that
the pitch contour of each of the first four tones can be simply
represented by a single standard pattern, syllable pitch con-
tour patterns in continuous speech vary highly and can devi-
ate dramatically from their canonical forms~i.e., high-level
tone, mid-rising tone, low-falling tone, high-falling tone, and
low-energy tone!. Many factors have been shown to have a
major influence on the pitch contour of a tone. They include
the effects of neighboring tones, referred to assandhirules,17

coarticulation, stress, intonation type, semantics, emotional
status, and so on. In addition, the pronunciation of tone 5 is
usually highly context dependent and is relatively arbitrary.
Thus, pitch modeling is not a trivial research issue for Man-
darin speech processing.

Pitch modeling has been the subject of many recent re-
search studies on various languages. The general goal of
pitch modeling is to derive a computational model that de-
scribes the relationship between a set of affecting factors and
pitch contour patterns. The related literature has been con-
cerned with finding perceptual cues and intonational linguis-
tic representations.18,19The pitch contour generation rules for
synthesizing intelligible and natural-sounding speech,2–9 and
the automatic pitch or tone analysis for the purposes of

a!Author to whom correspondence should be addressed. Electronic mail:
lwh@cht.com.tw
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speech recognition,10,11 speech understanding20 and word
finding,21 have also been studied. Pitch modeling can be per-
formed using two approaches that are rule based2–4 or data
driven.5–8,22,23The former approach is conventional; it uses
linguistic expertise to manually infer some phonologic rules
of pitch contour generation, based on observation of a large
set of utterances. A prevalent method in the approach applied
to TTS uses sequential rules to initially assign the pitch con-
tour of a segment with an intrinsic value and then succes-
sively applies rules to modify it.2–4 There are three main
disadvantages to this approach. First, manually exploring the
effect of mutual interaction among several linguistic features
at different levels is highly complex. Second, the rule-
inference process usually involves a controlled experiment,
in which only a limited number of contextual factors is ex-
amined. The resulting inferred rules may, therefore, not be
general enough for unlimited texts. Third, the rule-inference
process is cumbersome. As a result, it is generally very dif-
ficult to collect enough rules without expending a great deal
of effort.

The data-driven approach tries to construct a pitch
model from a large speech corpus, usually by means of sta-
tistical methods6,23 or artificial neural network ~ANN!
techniques.5,22 It first designs a computational model to de-
scribe the relationship between pitch contour patterns and
some affecting factors and then trains the model, using the
speech corpus. The training goals are to automatically deduct
phonologic rules from the speech corpus and to implicitly
incorporate them into the model’s parameters or into the
ANN’s weights. The primary advantage of this approach is
that the rules can be automatically established based on the
training data set during the training process, without the help
of linguistic experts. The recurrent neural network~RNN!-
based method5,22 is a popular method which uses an RNN to
learn the mapping between the pitch parameters and some
linguistic features. The main criticism raised against this
method is the difficulty of interpreting the hidden structures
of the model. Other methods include the hidden Markov
model ~HMM !,23 regression analysis,6 vector quantization,7

and the tree-based approach.8 In addition, an approach that
adopts the concept of separating an utterance’s pitch contour
into a global trend and a locally variational term has been
applied in recent pitch modeling studies, e.g., those on su-
perpositional modeling24,25 and two-stage modeling.9,26

In this paper, a new pitch modeling approach for Man-
darin speech is proposed. It takes the mean and shape of a
syllable log-pitch contour as two basic modeling units and
uses statistical methods to model them separately while con-
sidering several affecting factors that control their variation.
The reason for using parameters of the syllable pitch contour
as modeling units lies in the fact that the syllable is the basic
pronunciation unit of Mandarin speech and each syllable is

lexically marked with a lexical tone, which is a factor that
strongly affects pitch in Mandarin. But it is well known that
the prosody of an utterance is better modeled with an interval
that is much longer than a syllable. Therefore, we use the
neighboring tones and the prosodic states to measure the
impact. The affecting factors used include the speaker, pro-
sodic state, tone, and initial and final syllable classes. Here,
the prosodic state is conceptually defined as the state of a
syllable in a prosodic phrase. In continuous speech, speakers
tend to group words into phrases whose boundaries are
marked by durational and intonational cues. Those phrases
are usually referred to as prosodic phrases. Many phonologi-
cal rules limit their operation within prosodic phrases. While
it is generally agreed that the prosodic structure of an utter-
ance has some relationship with its syntactic structure, the
two are not isomorphic. In the model, the prosodic state is
used as a substitute for high-level linguistic information, like
a word, phrase, or syntactic boundaries. Our purpose in using
the prosodic state to replace conventional high-level linguis-
tic information is to divide the complicated pitch modeling
task into two subtasks. The first one involves modeling the
pitch parameters by considering the effects of some low-
level linguistic features and the prosodic state. The second
subtask involves exploring the relationship between the pro-
sodic state and high-level linguistic cues. Through this two-
stage pitch modeling approach, some unsolved problems can
be avoided. Problems such as the inconsistency of prosodic
and syntactic structures, the ambiguity of word-segmentation
and word-chunking for Mandarin Chinese, and the difficulty
of performing automatic syntactic analysis on unlimited
natural texts can be prevented in the first subtask. In the
second subtask, the researcher can focus on modeling the
global effect of mapping high-level linguistic features to the
prosodic state, since interference caused by low-level lin-
guistic features has already been removed in the first subtask.
In this paper, we attack the first subtask only, leaving the
second subtask to be dealt with in the future. Due to the fact
that the prosodic state of a syllable is not explicitly given, it
has been treated as a hidden variable and expectation-
maximization~EM! algorithms have been applied to estimate
all the parameters of the two pitch models based on a large
training set. A by-product of the EM algorithm is the deter-
mination of the hidden prosodic states of all the syllables in
the training set. This is an additional advantage because pro-
sodic labeling has recently become an interesting research
topic.12 An example is given as Fig. 1. This example shows
that the term prosodic state could be made more understand-
able. Figure 1 shows the phonetic transcription, tone~after
dash!, and the prosodic states~in parentheses! of each syl-
lable, which are assigned automatically by our model. For
each syllable, in our experiment, 1 of 16 prosodic states was
assigned. From the sequence of prosodic states, some high-

FIG. 1. An example of prosodic states.
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level linguistic phenomenon could be observed, like the pos-
sible prosodic phrase boundaries. The prosodic state essen-
tially represents the high-level linguistic components of F0,
so the results reported in this paper apply to the prediction of
the low-level linguistic component~tone, initial/final class,
and speaker factors in our model! given the prediction of
high-level linguistic components of F0~the second subtask
mentioned above!.

This paper is organized as follows. Section II discusses,
in detail, the proposed pitch modeling approach for Manda-
rin speech. Section III presents the experimental results. De-
tailed analyses of the inferred affecting factors are given in
Sec. IV. An application of the proposed syllable pitch con-
tour model to pitch prediction of TTS is given in Sec. V. In
the last section, we offer concluding remarks and suggestions
for future research.

II. THE PROPOSED PITCH MEAN AND SHAPE
MODELS

In the proposed pitch modeling approach, we first per-
form rough speaker normalization to the pitch period. Our
purpose is to adjust the pitch levels and dynamic ranges of
all the speakers so that they are approximately the same, in
order to improve the efficiency of the subsequent syllable
log-pitch contour modeling. In Ref. 27, a Gaussian normal-
ization was used to perform a mapping from the reference
pitch values to the desired frequencies, and the authors found
that pitch contour moved in the proper direction. We use the
same idea to normalize the pitch period of a speaker as fol-
lows:

f ~ t !5
f 8~ t !2mk

sk
•sall1mall , ~1!

where f 8(t) and f (t) are the original and normalized pitch
periods of framet; mk and sk are the mean and standard
deviation of the pitch period distribution of speakerk; and
mall and sall are the average mean and average standard
deviation of the pitch period distribution of all the training
speakers. We then take the logarithm of the normalized pitch
period, and the resulting log-pitch contour of each utterance
is subsequently divided into a sequence of syllable log-pitch
contours. Each syllable log-pitch contour was then decom-
posed into two parts, the mean and the shape, using a third-
order orthogonal polynomial expansion, with the zeroth-
order coefficient representing the mean and the other three
higher order coefficients representing the shape. We then
take the syllable’s pitch mean and shape as basic modeling
units and employ the two separate statistical models to con-
sider several major affecting factors. Some parts of the pitch
modeling approach are discussed in detail in the following.

A. Discrete orthogonal polynomial expansion

Since all syllable log-pitch contours are smooth curves,
a third-order orthogonal polynomial expansion is employed
to represent them. Actually, in some previous studies,2,5 or-
thogonal polynomials, up to the third order, were shown to
be good enough to represent Mandarin syllable pitch con-
tours. The four basis polynomials used are normalized, in
length, to@0,1# and can be expressed as follows:5
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for 0< i<M , whereM11 is the length of the current syl-
lable log-pitch contour andM>3. They are, in fact, discrete
Legendre polynomials. A syllable log-pitch contour,f ( i /M ),
can then be approximated by

f̂ S i

M D5(
j 50

3

a j•f j S i

M D , 0< i<M , ~3!

where

a j5
1

M11 (
i 50

M

f S i

M D •f j S i

M D . ~4!

B. Affecting factors

In naturally spoken Mandarin Chinese, pitch varies con-
siderably, depending on various linguistic/nonlinguistic fac-
tors. In this study, we considered some factors that may have
major effects on control of the variation of the pitch contour.
The specific affecting factors chosen for the pitch mean and
shape models are discussed in the following.

1. Affecting factors for the pitch mean model

The pitch mean is mainly affected by intonation, while
the pitch shape is affected mainly by lexical tones. A brief
summary of the major factors affecting intonation contours
was given in Ref. 28. They include declination, downstep,
final lowering, accents and tones, segmental effects, and in-
tonation type. In our pitch mean model, the affecting factors
considered include the tones of the previous, current, and
following syllables; theinitial andfinal classes of the current
syllable; the prosodic state of the current syllable; and the
speaker’s level shift and dynamic range scaling factors. Their
influence on the syllable pitch mean is discussed below.

Mandarin Chinese is a tonal and syllable-based lan-
guage. The syllable is the basic pronunciation unit. Each
character is pronounced as a syllable. Only about 1300 pho-
netically distinguishable syllables, comprising the set of all
legal combinations of 411 base-syllables and five tones, ex-
ist. The tonality of a syllable is mainly characterized by its
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pitch contour, loudness, and duration. We, therefore, consider
the tone of the current syllable as an affecting factor. Coar-
ticulations from the neighboring tones, which are known as
sandhi rules, also exist. Thus, the tones of the previous and
following syllables are also chosen as affecting factors.

Mandarin base-syllables have a very regular phonetic
structure. Each base-syllable is composed of an optionalcon-
sonant initial and afinal. The final can be further broken
down into an optionalmedial, a vowel nucleus, and an op-
tional nasal ending. As discussed in Refs. 28 and 29, many
types of observed F0 movement are caused by these segmen-
tal effects. We, therefore, consider the broadinitial andfinal
classes of the current syllable as affecting factors and inves-
tigate their effects on pitch mean variation.

Aside from the linguistic factors mentioned above, other
high-level linguistic components, such as word-level and
syntactic-level features, can also seriously affect the pitch
contour of an utterance. As discussed in Sec. I, the prosodic
state is in our approach used to account for the influence of
all high-level linguistic features. Here, the prosodic state
simply means the state of the syllable in a prosodic phrase.
The pitch level of a syllable can vary drastically in different
parts of a prosodic phrase. The declination effect of the glo-
bal downtrend, referring to the tendency of F0 to decline
over the course of an utterance, is a well-known example.
There are two advantages of using the prosodic state to re-
place high-level linguistic features. First, pitch information is
a kind of prosodic feature, so the variation of the syllable
pitch contour should better match the prosodic phrase struc-
ture than the syntactic phrase structure. Second, as men-
tioned above, some unsolved problems, such as the ambigu-
ity of word-segmentation and word-chunking in Mandarin
Chinese and the difficulty of performing automatic syntactic
analysis on unlimited natural texts, can be avoided in the
current pitch modeling approach. This prevents us from us-
ing improper or incomplete high-level linguistic information.
The main problem with using the prosodic state is the lack of
large speech corpora with prosodic tags that have been prop-
erly labeled. Thus, we have to treat the prosodic state of a
syllable as a hidden or unknown variable. Fortunately, we are
able to solve this problem by using the expectation-
maximization~EM! algorithm, which is a technique of maxi-
mum likelihood ~ML ! estimation from incomplete data. A
by-product of the approach is the automatic determination of
prosodic states for all the syllables in the training set. This is
an additional advantage because prosodic labeling has re-
cently become an interesting research topic.12,13 In addition,
such prosodic phrasal information provides clues for resolv-
ing syntactic ambiguity in automatic speech
understanding20,21,30,31and for improving the naturalness of
TTS.32,33

Lastly, the pitch contour of an utterance is also signifi-
cantly affected by the speaker. Speakers have different pitch
levels and dynamic ranges. Rough speaker normalization is
performed in the preprocessing stage in order to suppress the
speaker effect and allow the pitch period distributions of all
the speakers to have the same mean and standard deviation.
However, we also use two speaker affecting factors in the
pitch mean model to examine whether the Gaussian-

normalized syllable log-pitch contour is still speaker depen-
dent.

2. Affecting factors for the pitch shape model

Pitch shapes are relatively tone determined. Production
studies of Chinese tones have shown that tone shapes in
natural continuous speech often deviate from their canonical
shapes. They suffer from large deformations due to tone
coarticulation, also known as tonesandhi. This situation is
particularly common in conversation, where the boundaries
among tonal categories are blurred. It has been suggested in
Ref. 17 thatsandhicontour patterns of poly-tonal groups are
rather invariant and can be treated as the basic units of pitch
contour analysis/generation. Therefore, lexical tone combi-
nations are used here to consider the effect of tone coarticu-
lation. To give further consideration to the coupling/
noncoupling effect of neighboring syllables, we considered
one-, two-, and three-syllable tone combinations as affecting
factors in the pitch shape model.

Other affecting factors chosen for the pitch shape model
includ theinitial andfinal classes of the current syllable for
the segmental effect, the prosodic state of the current syllable
for the effects of high-level linguistic features, and the pitch
level shifting effect of speakers.

C. The pitch models

In pitch modeling, we take the mean and shape of the
syllable log-pitch contour as basic modeling units and use
two separate models to exploit their variations. Because the
complicated high-level linguistic components of F0 are rep-
resented by prosodic states, only acoustic factors are consid-
ered. Therefore, simple additive models are adopted in our
study. They are discussed in detail in the following.

1. The pitch mean model

The pitch mean model was constructed by first consid-
ering the two affecting factors of the speaker, expressed as

Zn5~Yn1bsn
!gsn

, ~5!

whereZn is the observed mean~i.e., the zeroth-order coeffi-
cienta0 of the orthogonal polynomial transform! of the log-
pitch contour of thenth ~current! syllable;bsn

andgsn
are the

companding~compressing-expanding! factors ~CFs! of the
two affecting factors of the speaker, representing, respec-
tively, the effects of level shift and dynamic range scaling on
Zn ; and Yn is the speaker effect-compensated pitch mean.
Here, CF means the effect of a factor on the expansion~in-
crease! or compression~reduction! of the pitch mean. The
model goes on to further consider other affecting factors,
expressed as

Yn5Xn1b tn
1bptn

1b f tn
1b i n

1b f n
1bpn

, ~6!

whereXn is the normalized pitch mean of thenth syllable
and is modeled as a normal distribution with meanm and
variancen; b r is the CF for affecting factorr; tn , ptn , and
f tn represent the lexical tones of the current, previous, and
following syllables, respectively;i n and f n are broadinitial
andfinal classes of the current syllable; andpn represents the
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prosodic state of the current syllable. Note thattn ranges
from 1 to 5, while bothptn and f tn range from 0 to 5 with 0
denoting cases with punctuation marks or the nonexistence
of a preceding or succeeding syllable. The affecting factors
for ptn50 and f tn50 are simply set to zero because we do
not want to include the effect of tone across punctuation
marks. All the affecting factors in the pitch mean model and
their notations are summarized in Table I~a!.

2. The pitch shape model

The pitch shape model is expressed as

Zn5Xn1btcn
1bqn

1bsn
1bi n

1bf n
, ~7!

whereZn is the observed pitch shape vector@a1 a2 a3#T for
the nth syllable;Xn is the normalized pitch shape vector of
the nth syllable and is modeled as a multivariate normal
distribution with mean vectorm and covariance matrixR; br

is the CF vector for affecting factorr; tcn represents a lexical
tone combination of the current syllable and its two nearest
neighbors; andqn represents the pitch-shape prosodic state
of the current syllable. Here, a lexical tone combination, in-
stead of individual tones, is used because we want to con-
sider the aggregative influence of the current tone and its two
nearest neighboring tones. The invoking of the preceding and
succeeding tones in the tone combination depends on
whether or not long intersyllable pauses exist before and/or
after the current syllable, respectively. In a case where both
the pre- and postpauses of the current syllable are not long,
we consider the effects of both the preceding and succeeding
tones, and use a tri-tone combination. When the prepause
and/or the postpause are equal to or longer than a predeter-
mined threshold~513 frames or 65 ms in this study!, we
ignore the influence of the preceding and/or succeeding syl-
lables, and use a single-tone/bi-tone combination. All the af-
fecting factors in the pitch shape model and their notations
are summarized in Table I~b!.

D. Training the pitch models

1. Training the pitch mean model

To estimate the parameters of the pitch mean model, an
EM algorithm is adopted. The derivation of the EM algo-
rithm is based on treating the prosodic state as an unknown
variable. An auxiliary function is first defined in the expec-
tation step~E-step! as follows:

Q~ l̄,l!5 (
n51

N

(
pn51

P

p~pnuZn ,l̄!log p~Zn ,pnul!, ~8!

whereN is the total number of training samples,P is the total
number of prosodic states,p(pnuZn ,l̄) and p(Zn ,pnul) are
conditional probabilities,l5$m,n,b t ,bpt ,b f t ,b i ,b f ,bp ,
bs ,gs% is the set of parameters to be estimated, andl and l̄
are the new and old parameter sets, respectively. Based on
the assumption that the normalized pitch meanXn is nor-
mally distributed,p(Zn ,pnul) can be derived from the as-
sumed model given in Eqs.~5! and ~6! and expressed as

p~Zn ,pnul!5N~Zn ;~m1b tn
1bptn

1b f tn
1b i n

1b f n

1bpn
1bsn

!gsn
,ngsn

2 !, ~9!

where N(Z;a,b) denotes a normal distribution ofZ with
meana and varianceb. Similarly, p(pnuZn ,l̄) can be ex-
pressed as

p~pnuZn ,l̄!5
p~Zn ,pnul̄!

(p
n851

P
p~Zn ,pn8ul̄!

. ~10!

Then, sequential optimizations of these parameters can be
performed in the maximization step~M-step!.

A drawback of the above EM algorithm is that it may
produce a nonunique solution. To solve this problem, we
modify each optimization procedure in the M-step to con-
strained optimization by introducing a global constraint. The
auxiliary function is then changed to

Q~ l̄,l!5 (
n51

N

(
pn51

P

p~pnuZn ,l̄!log p~Zn ,pnul!

1hS (
n51

N

~m1b tn
1bptn

1b f tn
1b i n

1b f n

1bpn
1bsn

!gsn
2NmZD , ~11!

wheremZ is the average ofZn andh is a Lagrange multiplier.
The constrained optimization is finally solved via the
Newton–Raphson method.

To execute the EM algorithm, initializations of the pa-
rameter setl̄ are needed. This is done by estimating each
individual parameter independently. Specifically, the initial
multiplicative/additive CF for a specific value of an affecting
factor is assigned to be the ratio/difference of the mean ofZn

with the affecting factor equaling the value to the mean of all
Zn . Notice that, in the initialization of the CFs for the affect-
ing factors of the prosodic states, each syllable is preassigned
a prosodic state by means of vector quantization. Following,

TABLE I. ~a! CFs of the affecting factors in the pitch mean model.~b! CF
vectors of the affecting factors in the pitch shape model.

~a!
gsn

CF of the dynamic range scaling of the speakers
bsn

CF of the level shift of speakers
b tn

CF of the current lexical tone
bptn

CF of the previous lexical tone
b f tn

CF of the following lexical tone
b i n

CF of the initial class
b f n

CF of the final class
bpn

CF of the pitch-mean prosodic state

~b!
bsn

CF vector of the speakers
btcn

CF vector of the lexical tone combination of the current
syllable and its two neighbors

bi n
CF vector of the initial class

bf n
CF vector of the final class

bqn
CF vector of the pitch-shape prosodic state
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all the parameters are sequentially updated in each iteration.
The iterative procedure is continued until convergence is
reached. The prosodic state can, finally, be assigned as

pn* 5arg max
pn

p~pnuZn ,l!. ~12!

The EM algorithm is summarized below:

~1! Compute the initial values ofl by independently esti-
mating each individual parameter from the training set.

~2! Do this for each iterationk:

~a! Updatel̄5l.

~b! E-step: Use Eqs.~9!–~11! to calculateQ(l̄,l).

~c! M-step: Find the optimall as follows:

l5arg max
l

Q~ l̄,l!. ~13!

~d! Termination test: IfL(k)2L(k21),« or k>K,
then stop, where

L~k!5(
n51

N

log p~Znul! ~14!

is the total log-likelihood for iterationk andK is the
maximum number of iterations.

~3! Assign prosodic states to all the syllables using Eq.~12!.

2. Training the pitch shape model

The pitch shape model is trained using the same EM
algorithm. An auxiliary function with a global constraint was
first defined as follows:

Q~ l̄,l!5 (
n51

N

(
qn51

P

p~qnuZn ,l̄!log p~Zn ,qnul!1LT

3S (
n51

N

~m1btcn
1bi n

1bf n
1bqn

1bsn
!2NmZD ,

~15!

where L is a 331 Lagrange multiplier vector andl
5$m,R,btc ,bi ,bf ,bq ,bs% is the set of parameter vectors to
be estimated. Based on the assumption that the normalized
pitch shape vectorXn is normally distributed,p(Zn ,qnul)
can be expressed as

p~Zn ,qnul!5MVN ~Zn ;m1btcn
1bi n

1bf n
1bqn

1bsn
,R!,

~16!

where MVN~Z;a,B! denotes a multivariate normal distribu-
tion of Z with mean vectora and covariance matrixB. By
maximizing the auxiliary function, we can get the optimal
parameter set. The training procedure is similar to that for
the pitch mean model.

E. Testing the pitch models

1. Testing the pitch mean model

Although we obtain CFs for all affecting factors through
the above training procedure, some information still must be
discovered in the testing phase. This includes the CFs of the

two speaker-affecting factors and the prosodic state of each
syllable. The following testing procedure is used to estimate
these unknown parameters:

~1! Initialization:

~a! Freeze the CFs for the current, previous, and follow-
ing tones, for theinitial andfinal classes, and for the
prosodic state, the mean, and variance of the nor-
malized pitch mean to their trained values, and form
a parameter setl̄15$m̄,n̄,b̄ t ,b̄pt ,b̄ f t ,b̄ i ,b̄ f ,b̄p%.

~b! Compute the initial CFs for the parameter setl2

5$bs ,gs%.

~2! Do this for each iterationk:

~a! Updatel̄25l2 .

~b! E-step: Calculate

Q~l̄2 ,l2!5 (
n51

N

(
pn51

P

p~pnuZn ,l̄1 ,l̄2!

3 log p~Zn ,pnul̄1 ,l2!. ~17!

~c! M-step: Find the optimall2 via

l25arg max
l2

Q~l̄2 ,l2!. ~18!

~d! Termination test: IfL(k)2L(k21),« or k>K,
then stop, where

L~k!5(
n51

N

log p~Znul̄1 ,l2! ~19!

is the total log-likelihood for iterationk.

~3! Assign prosodic state by means of

pn* 5arg max
pn

p~pnuZn ,l̄1 ,l2!. ~20!

After performing the above procedure, we can derive the two
speaker CFs for each testing speaker and determine the pro-
sodic state of each syllable.

2. Testing the pitch shape model

In the testing phase, a similar procedure is employed to
estimate the unknown parameters of the pitch shape model
from the testing data set, with all the known parameters be-
ing fixed. Here, the unknown parameters are the CF vector of
the speaker affecting factor and the prosodic state of each
syllable. In this case, the fixed parameter setl̄1

5$m̄,R̄,b̄tc ,b̄i ,b̄f ,b̄q% and the unknown parameter setl2

5$bs% are used in the testing procedure.

III. EXPERIMENTAL RESULTS

A. Databases

The effectiveness of the proposed syllable pitch model-
ing method was examined through simulations on two data-
bases. The first database was a high-quality, reading-style,
microphone speech database, which was recorded in a
sound-proof booth. It is referred to as the TL database. It was
generated by five native Chinese speakers, including two
males and three females; among these five, two were profes-
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sional radio announcers. The database consisted of two types
of data. The first type of data comprised sentential utterances
with texts belonging to a well-designed, phonetic-balanced
corpus of 455 sentences. The lengths of these sentences
ranged from 3 to 75 syllables with an average of 13 syl-
lables. The other types of data were longer utterances with
texts belonging to a corpus of 300 paragraphs, which cov-
ered a wide range of topics, including news, primary school
textbooks, literature, essays, etc. The lengths of these para-
graphs ranged from 24 to 529 syllables with an average
length of 170 syllables. The database was divided into two
parts: a training set and a test set. Table II shows the database
statistics. The training set contained, in total, 102 529 syl-
lables, and the test set contained 22 109 syllables. The speak-
ers and text content in the test set were different from those
in the training set.

After recording was completed, all speech signals in the
database were converted into 16-bit data at a 20-kHz sam-
pling rate. They were then manually segmented intoinitial
andfinal subsyllables. The phonetic transcription was gener-
ated automatically by a linguistic processor, with an 80 000-
word lexicon. All the transcription errors were manually cor-
rected. The pitch period was then automatically detected by
the ESPS software, with large errors being detected by the
program and corrections made by hand. A four-step prepro-
cessing procedure was then applied to extract the four mod-
eling parameters. The four steps included frame-based
speaker normalization, frame-based logarithm operation, di-
viding the utterances’ log-pitch contours into syllable seg-
ments, and performing orthogonal expansion of syllable log-

pitch contours. The statistics for the observed mean and
shape of the syllable log-pitch contour can be found in Table
III ~a!.

The second database was a 100-speaker, microphone
speech data set, which was a subset of TCC-300, provided by
the Association of Computational Linguistics and Chinese
Language Processing. It is referred to as the TCC database.
The database was generated by 50 males and 50 females.
Each speaker uttered several paragraphs of differing content.
The speech data were all directly, digitally recorded in a
laboratory in 16-kHz, 16-bit linear PCM. The total number
of syllables in the database was 141 991. After recording was
completed, all the speech signals were automatically seg-
mented, using 100-initial and 39-final HMM models. Then,
the pitch period was automatically detected by WaveSurfer
software, the large errors being excluded by the program.
The same four-step preprocessing procedure was then ap-
plied to extract the four modeling parameters. In Table IV~a!,
the statistics for the observed mean and shape of the syllable
log-pitch contour are shown.

TABLE II. TL database statistics.

Data Set Speaker Sentence Paragraph Syllable

Training Male A 1-455 1–200 34 670
Training Female B 1-455 1–50 12 945
Training Male C 1-455 1–100 20 748
Training Female D 1-455 1–200 34 166
Testing Female E None 201–300 22 109

TABLE III. The mean and~co!variance statistics of~a! the observed and~b! the normalized mean and shape of the syllable log-pitch contour with 16 prosodic
states for the TL database~unit of pitch period: ms!.

~a!
Training set Test set

Mean ~Co!variance Mean ~Co!variance

Pitch meana0 1.949 0.0372 1.948 0.0345
Pitch shape
@a1 a2 a3#T

~3100! F 3.545
20.982
20.056

G F 58.550 3.229 25.140

3.229 9.671 20.106

25.140 20.106 2.900
G F 4.012

20.749
20.142

G F 49.489 3.653 24.007

3.653 12.460 0.276

24.007 0.276 4.356
G

~b!
Training set Test set

Mean ~Co!variance RMSE Mean ~Co!variance RMSE

Pitch meana0 1.948 0.000 402 0.0203 1.948 0.000 344 0.0183
Pitch shape
@a1 a2 a3#T

~3100! F 3.660
20.996
20.104

G F 9.865 20.354 20.076

20.354 1.907 0.232

20.076 0.232 1.251
G F 3.143

1.381
1.120

G F 3.861
20.906
20.085

G F 12.885 0.955 1.073

0.955 3.101 0.808

1.073 0.808 2.263
G F 3.603

1.762
1.505

G

TABLE IV. The mean and~co!variance statistics of~a! the observed and~b!
the normalized mean and shape of the syllable log-pitch contour with 16
prosodic states for the TCC database~unit of pitch period: ms!.

mean ~co!variance RMSE

~a!
Pitch meana0 1.840 0.0209
Pitch shape
@a1 a2 a3#T

~3100! F 2.797
20.593
20.018

G F 32.392 0.341 22.680

0.341 9.740 20.199

22.680 20.199 3.289
G

~b!
Pitch meana0 1.842 0.000 739 0.0275
Pitch shape
@a1 a2 a3#T

~3100! F 2.810
20.577
20.020

G F 7.037 20.561 21.791

20.561 3.657 20.403

21.791 20.403 2.165
G F 2.653

1.912
1.471

G
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B. Experimental results of pitch modeling

The effect of the proposed pitch modeling method was
examined first, with the number of prosodic states set to 16.
Table III~b! shows the experimental results of pitch mean
and shape modeling. It can be seen from the third and sixth
columns of Table III~b! that the~co!variances of the normal-
ized mean and shape of the syllable log-pitch contour were
greatly reduced for both the closed and open tests, when
compared with those shown in Table III~a!. The RMSEs of
the reconstructed mean and shape of the syllable log-pitch
contour are shown in the fourth and seventh columns of
Table III~b!. Here, the reconstructed mean~shape! was cal-
culated based on the well-trained pitch mean~shape! model
by assigning the most probable prosodic state to each syl-
lable and setting the normalized mean~shape! parameter~s!
to its ~their! mean value~s!. By combining the results of the

reconstructed pitch mean and shape, we could reconstruct the
pitch contour for each syllable. The RMSEs of the recon-
structed pitch contour were 0.362 and 0.373 ms/frame for the
closed and open tests, respectively. Notice that these two
values included RMSEs of 0.17 and 0.19 ms/frame, which
resulted from applying orthogonal transformation to the
closed and open test data sets, respectively.

Figure 2~a! shows a plot of the total log-likelihoodL(k)
versus the iteration numberk. It can be seen from Fig. 2~a!
that the EM algorithm quickly converged in the first several
iterations. The histograms of the observed and normalized
syllable log-pitch mean for the training set are plotted in
Figs. 3~a! and 3~b!. It can be seen from these two figures that
the variation of the syllable log-pitch mean was greatly re-
duced after the influence of the affecting factors considered
in the model was eliminated. Based on the above results, we

FIG. 2. The plot of the total log-likelihood versus the
iteration number for the training of the pitch mean
model of~a! the TL database and~b! the TCC database.
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concluded that the proposed pitch mean modeling method
was effective.

We then examined a case in which the number of pro-
sodic states changed. The resulting variance of the normal-
ized syllable log-pitch mean is shown in Fig. 4~a!. As can be
seen, the variance of the normalized pitch mean decreased as
the number of prosodic states increased. This implies that the
pitch mean model became more accurate as the number of
prosodic states increased. The improvement reached satura-
tion when the number of prosodic states was greater than 16.
Similar findings were observed for the corresponding RM-
SEs of the reconstructed pitch mean shown in Fig. 4~b!.

Figure 5 shows two typical examples of reconstructed
pitch contours of two utterances based on the pitch mean and
shape models with 16 prosodic states. It can be seen from
these two figures that all the reconstructed syllable pitch con-
tours closely resembled their original counterparts. Actually,
they were the smoothed versions of the originals as three-
order orthogonal polynomial transformation was used. Fur-
ther evaluation of the performance of the reconstructed pitch
contours was conducted by means of two subjective tests: the
AB test and the mean opinion score~MOS! test. The synthe-
sized speech recordings, with both the original pitch contours

and the reconstructed pitch contours, were presented to the
listeners involved in the tests. The inside/outside test could
show whether test sentences are from the training or testing
set. In the inside test, the original and reconstructed pitch
contours of utterances of speaker A~see Table II!, a male
professional announcer, were used, while in the outside test,
the utterances of speaker E, a female speaker, were used. All
the testing utterances were generated by the PSOLA algo-
rithm using two acoustic inventories containing the wave-
form templates of 414 monosyllables. These two acoustic
inventories were generated by speakers A and B for the in-
side and outside tests, respectively. It should be noted that
the acoustic inventory of speaker B, who is a professional
female announcer, was used in the outside test because the
acoustic inventory of speaker E was lacking. All the other
prosodic parameters, including the syllable duration, syllable
log-energy level, and intersyllabic pause duration, were esti-
mated from the training database using a regression model.
Five different long test sentences were used in both the in-
side and outside tests. Combined with the two kinds of syn-
thesized speech, there were, in total, 20 test sample utter-
ances. Sixteen listeners, university students, were involved in
the two tests. In the AB test, each listener was given a pair of

FIG. 3. The histograms of~a! the observed and~b! the normalized pitch means for the training set of the TL database and the histograms of~c! the observed
and ~d! the normalized pitch means for the TCC database.
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synthesized utterances, along with the original and recon-
structed pitch contours for each testing sentence, and asked
to vote for the better one. Experimental results showed that
41.25%~22.5%! of the synthesized speech recordings, with
the original pitch contours, were found by the listeners to
sound better; 25%~27.5%! of the synthesized speech record-
ings, with the reconstructed pitch contours, were found to
sound better; and 33.75%~50%! of the two speech record-
ings were found to sound equivalent for the inside~outside!
test, respectively. In the MOS test, absolute category rating
was conducted on a scale from 1~‘‘bad’’ ! to 5 ~‘‘excellent’’ !.
Experimental results showed that average MOSs of 3.94
~3.34! and 3.68 ~3.4! were obtained for the synthesized
speech recordings with the original and reconstructed pitch
contours, respectively, in the inside~outside! test. From the
results of these two subjective tests, we concluded that the
reconstructed pitch contours functioned almost as well as
their original counterparts.

We then checked whether it was necessary to include the
speaker affecting factors in both pitch mean and shape mod-
els, besides frame-based speaker normalization, which was
performed in the preprocessing stage. An experiment, which
excluded the two speaker affecting factors used in the pitch

mean model and the speaker affecting factor used in the pitch
shape model, was conducted. RMSEs of 0.362 and 0.372 ms
were obtained in the closed and open tests, respectively.
These results were almost the same as those for the previous
cases, which used these three speaker affecting factors in the
pitch mean and shape models. This showed that rough
speaker normalization was good enough to eliminate the
speaker’s influence.

We then checked whether the pitch mean and shape
models could share the same set of prosodic states. An ex-
periment, in which the prosodic state of every syllable in the
pitch shape model was forced to be the same as that in the
pitch mean model, was then conducted. RMSEs of 0.504 and
0.478 ms were obtained in the closed and open tests, respec-
tively. These results were worse than those obtained using
separate sets of prosodic states in the pitch mean and shape
models. Figure 6 shows the 16 patterns of unified prosodic
states. The patterns are plotted from left to right in increasing
order of the prosodic state index. The vertical axis is pitch
period ~ms!. Sixteen syllable pitch contour patterns were
formed using the CFs of the prosodic states, and the average
values of the normalized syllable log-pitch mean and shape
can be found in this figure. It can also be found in Fig. 6 that
the lower-indexed states had a lower pitch mean and smaller
pitch slope; they represented the beginning part of a prosodic
phrase. On the other hand, the higher-indexed states had a
higher pitch mean and larger pitch slope; they represented
the ending part of a prosodic phrase.

Finally, we examined the effectiveness of pitch model-
ing via the TCC database. The same training procedure used
with the TL database was applied. The number of prosodic
states was set to 16. Table IV~b! shows the experimental
results obtained for the mean and~co!variance of the normal-
ized pitch mean and shape, and the RMSEs of the recon-
structed pitch mean and shape. It can be seen from the third
column in Tables IV~a! and ~b! that the variance of the nor-
malized pitch mean and the covariance of the normalized
pitch shape were greatly reduced, when compared with those
of the original pitch mean and shape. By combining the re-
sults for the reconstructed pitch mean and shape, we could
reconstruct the pitch contour of each syllable. The RMSEs of
the reconstructed pitch contours were 0.384 ms/frame, which
included the RMSEs of 0.172 ms that resulted from applying
orthogonal transformation. A plot of the total log-likelihood
L(k) versus the iteration numberk is shown in Fig. 2~b!. The
histograms of the observed and normalized syllable log-pitch
mean for TCC are plotted in Figs. 3~c! and ~d!. The results
were still quite promising even though the pitch variation,
due to the large population of speakers, was very high, and
the accuracy of the observed data, due to the automatic seg-
mentation performed by the HMM models, was not as high
as that achieved by applying manual segmentation to the TL
database.

IV. ANALYSES OF THE INFERRED MODEL
PARAMETERS

We then analyzed, in detail, the inferred model param-
eters in order to gain a better understanding of the effects of
the affecting factors. Before discussing this, we will briefly

FIG. 4. Plots of~a! the variance of the normalized pitch mean versus the
number of prosodic states, and~b! the RMSE of the reconstructed pitch
mean versus the number of prosodic states.
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introducea priori knowledge of tone patterns in Mandarin
speech. As reported in Ref. 16, tone 1 is a high-level tone
that starts in a speaker’s high F0 range and remains high;
tone 2 is a mid-rising tone that starts in the speaker’s mid F0
range, remains level or drops slightly during the first half of
the vowel, and then rises to a high-level tone at the end; tone
3 is a low-falling tone that starts in the speaker’s mid range
and falls to the low range; tone 4 is a high-falling tone that
usually peaks around the vowel onset and then falls to the
low F0 range at the end; and tone 5 is a low-energy tone that

has a relatively arbitrary pitch contour pattern. The F0 con-
tour of each of the first four tones can be represented by a
simple single standard pattern, as shown in Fig. 7. However,
syllable pitch contour patterns in continuous speech vary
highly and can deviate dramatically from their canonical
forms.

Table V shows the CFs of the affecting factors of the
previous, current, and following tones in the pitch mean
model. As can be seen in Table V, the CFs of the affecting
factors of the current tone had negative values for tones 1
and 4, and a positive value for the other three tones. Due to
the fact that the effect of a positive~negative! CF was to
decrease~increase! the F0 mean, the CFs of the affecting
factors of the current tone were well matched with thea
priori phonologic knowledge discussed above. It was also
reported in Ref. 34 that all tones, preceding a tone 3, had a

FIG. 5. Examples of reconstructed pitch contours for~a! an inside test utterance: ‘‘tzai-4 guo-2 ren-2 shiau-1 fei-4 shi-2 guan-4 gai-3 bian-4, guo-2 min-2
suo-3 de-2 ti-2 gau-1, shin-4 yung-4 dai-4 kuan-3 shr-4 chang-2, cheng-2 wei-2 chian-2 li-4 shr-4 chang-2’’ and~b! an outside test utterance: ‘‘tzai-4 yi-4
guo-2 jeng-4 jing-1 huen-4 luan-4 jung-1 lin-2 wei-2 shou-4 ming-4 de-5 chi-2 an-1 pei-2, wei-4 lai-2 tzai-4 jeng-4 jing-1 liang-3 fang-1 mian-4 dou-1 you-3
bu-4 shau-3 jian-1 kuen-4 ren-4 wu-4 dai-4 wan-2 cheng-2.’’

FIG. 6. The effect on the syllable pitch contour of the 16 unified prosodic
states of the pitch mean and shape models. Patterns are plotted from left to
right in increasing order of the prosodic state index. FIG. 7. Standard F0 contour patterns of the first four tones.
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much higher F0 level than they did when they preceded other
tones, and all tones had a slightly lower F0 level when they
preceded a tone 1. In addition, all tones following tone 1 or
2 had a higher F0 level than they did when they followed
tone 3 or 4. These phenomena corroborated the results shown
in Table V. Specifically, the effect of the relatively large
negative CF (b f t520.047) for f t53 greatly increased the
F0 level of the current syllable when it preceded a tone 3,
while the positive CF (b f t50.022) for f t51 decreased the
F0 level of the current syllable when it preceded a tone 1.
Similarly, bpt520.022 for pt51 andbpt520.034 for pt
52 increased the F0 level of the current syllable when it
followed a tone 1 or 2, while the positive CFs (bpt

50.018,0.024,0.029) decreased the F0 level of the current
syllable when it followed a tone 3, 4, or 5.

An advantage of the proposed pitch modeling method is
that it provides a quantitative and more complete description
of the coarticulation effect of neighboring tones rather than
conventional qualitative descriptions of some of thesandhi
rules. This can be illustrated by reconstructing the pitch con-
tour patterns using the CFs of tone-related affecting factors
and the average values of the pitch mean and shape models,
while ignoring the CFs of all the other affecting factors. Spe-
cifically, the pitch contour pattern of the current tonetc with
the preceding tonetp and the following tonet f can be calcu-
lated, based on the proposed pitch mean and shape models,
as follows:

f̃ S i

M D5ef̂ ~ i /M !, 0< i<M , ~21!

where

f̂ S i

M D5(
j 50

3

â j•f j S i

M D , 0< i<M , ~22!

â05m1bpt5tp
1b t5tc

1b f t5t f
, ~23!

F â1

â2

â3

G5m1btc5tptct f
. ~24!

Figure 8 shows two examples. Figure 8~a! displays the
reconstructed patterns for the current tones in tone combina-
tions of 033, 133, 233, 333, 433, 533, 030, and 020. It should
be noted that 0 denotes a case in which the effect of the
previous or following tone is ignored. It can also be seen that
all six patterns of tone 3 following tone 3~i.e., 033, 133, 233,
333, 433, and 533! more closely resemble a pure tone 2~i.e.,
020! than a pure tone 3~i.e., 030!. This corroborates the

well-knownsandhirule for a 33-tone pair, which says that a
tone 3 will change to a tone 2 when it precedes a tone 3. In
addition, these six patterns also show their dependence on
the preceding tone. Roughly, their beginning parts were ad-
justed in order to be more smoothly concatenated with the
patterns of the preceding tones. Figure 8~b! displays the re-
constructed patterns for tone combinations of 044, 144, 244,
344, 444, 544, and 040; it shows that all six patterns of tone
4 following tone 4~i.e., 044, 144, 244, 344, 444, and 544!
have a smaller slope and lower ending point, which agrees
with a previous finding.3 These six patterns also show that
they depend on the preceding tone.

We then examined the effects of theinitial andfinal of
the current syllable. We divided all 22initials into seven
broad classes, and 40finals into seven broad classes, accord-
ing to the manner of articulation.Initial classes includedI 0

5$null init ial %, I 15$b,d,g%, I 25$f,s,sh,shi,h%, I 3

5$m,n,l,r%, I 45$ts,ch,chi%, I 55$p,t,k%, andI 65$tz,j,ji%. Fi-
nal classes included F05$ low vowels%, F15$middle
vowels%, F25$high vowels%, F35$compound vowels%, F4

5$vowels with nasal ending%, F55$retroflexion%, and F6

5$null vowels%. Table VI~a! shows the CFs for these seven
initial classes and sevenfinal classes in the pitch mean
model. It can be found in Table VI~a! that the positive CFs
for $b,d,g%, $f,s,sh,shi,h%, $ts,ch,chi%, and $tz,j,ji% lowered the
syllable F0 mean, while all the others raised the syllable F0
mean. As for thefinals, the positive CFs of the low vowels,
compound vowels, and null vowels lowered the syllable F0
mean, while the negative CFs of the middle vowels, high
vowels, nasal endings, and retroflexion raised the syllable F0
mean. However, all these 14 CFs were relatively small, com-
pared to the CFs of the other affecting factors. This shows
that theinitial andfinal of the current syllable were not ma-
jor factors affecting the syllable pitch level. Table VI~b!
shows the CFs of these seveninitial classes and sevenfinal
classes in the pitch shape model. It can also be seen that all
the CFs are relatively small, so they also are not major fac-
tors affecting the syllable pitch shape.

Table VII shows the estimated CFs of the three affecting
factors for the four training speakers. As observed in Table
VII ~a!, the four CFs of the dynamic range scaling factor in
the pitch mean model were all close to 1 for the four speak-
ers, while the four CFs of level shift were all close to 0. In
addition, all the CFs of shape shift shown in Table VII~b!
were relatively small. This shows that the use of additional
speaker affecting factors, other than the frame-based speaker
normalization performed in the preprocessing stage, had
little effect on the improvement of the pitch mean and shape
models. Actually, we have already shown in Sec. III B. that
the RMSEs of the reconstructed pitch contour, formed by the
proposed pitch mean and shape models, were almost the
same when we excluded these three speaker affecting fac-
tors.

We then examined the prosodic states of the pitch mean
model, labeled by the EM algorithm, in more detail. As men-
tioned in Sec. I, the prosodic state is conceptually defined as
the state of the current syllable in a prosodic phrase. From
this definition, one can expect the prosodic phrase structure
of an utterance to be characterized by its prosodic state se-

TABLE V. The inferred CFs for the affecting factors of the current, preced-
ing and following tones in the pitch mean model~unit of pitch period: ms!.

Tone 1 2 3 4 5

b t

CF of current tone
20.154 0.054 0.160 20.035 0.128

bpt

CF of previous tone
20.022 20.034 0.018 0.024 0.029

b f t

CF of following tone
0.022 20.003 20.047 0.011 0.013
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quence. First, a brief description of the characteristics of pro-
sodic phrases will be given here. It is well known that the
global downtrend tendency of F0 is to decline over the
course of an utterance.28 It is also known that a slight pitch
reset of the bottom line of intonation will occur at a prosodic
word boundary, and that a significant pitch reset of the bot-
tom line of intonation will occur at an intonational phrase
boundary.35 The pitch mean sequence of an utterance will,
therefore, show repeating patterns of smooth uptrend curves,
starting with lower pitch levels and ending at higher pitch
levels, representing the prosodic phrase structure of the ut-
terance. With interference due to the tone effect, however,
the prosodic phrase patterns are not as apparent as they are
when they are observed based on the original pitch mean
sequence of an utterance. A typical example is displayed in
Fig. 9, where one can see that the original pitch mean se-
quence of the utterance exhibited a repeating uptrend pattern,

while some had large zigzag variations. To eliminate the tone
effect, we formed a reconstructed pitch mean sequence of the
utterance by calculating the sum of the CFs of the prosodic
state sequence and the mean value of the normalized pitch
mean. The reconstructed pitch mean sequence is also dis-
played in Fig. 9, where it is clearly shown that the recon-
structed pitch mean sequence was a better representation of
the smooth repeating uptrend patterns of the prosodic
phrases than the original pitch mean sequence was, because
the large zigzag variations caused by the tone effect had been
largely eliminated. Figure 10 shows the autocorrelation func-
tions of the original and reconstructed pitch mean sequences.
The higher autocorrelation values shown in Fig. 10 imply
that the uptrend prosodic phrase patterns, represented by the
reconstructed pitch mean sequence, were smoother. The fig-
ure also shows that the lowest autocorrelation value occurred
at the 6-syllable lag. This agrees with the fact that the aver-

FIG. 8. ~a! A comparison of the patterns of tone 3 pre-
ceding another tone 3 with the canonical patterns of
tone 2 and tone 3.~b! A comparison of the patterns of
tone 4 preceding another tone 4 with the canonical pat-
tern of tone 4.
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age length of prosodic phrases is 6.14 syllables, as evaluated
based on a 1743-syllable subset of the TL database, with
major and minor breaks labeled manually. Based on the
above evidence, the validity of the prosodic state definition
was confirmed.

Table VIII~a! shows the inferred CFs of the 16 prosodic
states in the pitch mean model. It should be noted that these
16 CFs are sorted in increasing order, with state 0 having the
smallest CF value and state 15 having the largest. Thus, the
lower-indexed states correspond to the beginning part of a
prosodic phrase, while the higher-indexed states correspond
to the ending part of a prosodic phrase. From detailed analy-
ses, we found that the prosodic states of syllables in a pro-
sodic phrase generally varied from small to large and were
reset when they crossed prosodic phrase boundaries. This
means that a change of the state’s index, from large to small,
indicated a possible prosodic phrase boundary. We, therefore,
set the following rules to detect minor and major prosodic
phrase boundaries:

location following syllablen

5H major boundary if 10<pn2pn11<15,

minor boundary if 4<pn2pn11<9,

nonboundary otherwise.

~25!

Figure 11 shows some examples of prosodic labeling per-
formed using the above rules, with ‘‘* ’’ representing a major
boundary and ‘‘&’’ representing a minor boundary. As shown

in Fig. 11, almost all the location of PMs~punctuation
marks! were marked with major or minor prosodic phrase
boundaries. This closely agrees with prior knowledge that a
PM is a good location for a break in the pronunciation of a
long text. It can also be seen in Fig. 11 that some major and
minor prosodic phrase boundaries were detected at non-PM
intersyllable locations. From detailed analyses, we found that
most of those locations were boundaries of long words. Table
IX shows the prosodic labeling statistics. As shown, 80.7%
of the location of major PMs belonging to the set$comma,
period, exclamation mark, semicolon, question mark% and
69.5% of the location of the secondary major PMs belonging
to the set$pause—mark in Chinese punctuation used to set
off items in a series, colon% were marked with major or mi-
nor prosodic phrase boundaries. On the other hand, only
42.3% of the location of the minor PMs belonging to the set
$brace, bracket, dot% and 10.8% of the location of the non-
PMs were marked with major or minor prosodic phrase
boundaries. From detailed analyses, we found that most of
the major/minor prosodic phrase boundaries occurring at
non-PM locations were breathing breaks or long-phrase
boundaries; most of the major and secondary major PMs
labeled with nonboundaries occurred at the ends of very
short sentences, at locations near other breaks, or at the ends
of sentences whose pronunciation exhibited relatively flat
pitch variation. These phenomena closely matched our prior
linguistic knowledge. In order to more accurately evaluate
the performance of automatic prosodic labeling, we manu-
ally processed a small data set containing 1743 syllables in
order to determine whether each intersyllable location was a
nonbreak, a minor break, or a major break. Table X shows a
comparison of the two prosodic labeling methods, where it
can be seen that the accuracy of the automatic prosodic la-
beling method was 94.1%. If we combine these two classes
of minor and major breaks into one break class, the accuracy
rate increases to 97.2%. The automatic prosodic labeling
method is, therefore, promising.

V. AN APPLICATION TO PREDICT PITCH FOR TTS

A hybrid method, incorporating the above pitch mean
and shape models with a linear regression method to predict

TABLE VI. The inferred CFs for the affecting factors of 7initial and 7final classes in the~a! pitch mean and~b! pitch shape models~unit of pitch period:
ms!.

~a!
Class $null initial % $b,d,g% $f,s,sh,shi,h% $m,n,l,r% $ts,ch,chi% $p,t,k% $tz,j,ji%

b i 20.008 0.004 0.011 20.013 0.003 20.014 0.003
b f 0.011 20.001 20.004 0.008 20.005 20.019 0.004

~b!

Class
$low

vowels%
$middle

vowels%
$high

vowels%
$compound

vowels%
$vowelswith

nasal ending% $retroflexion%
$null

vowels%

bi

~3100! F20.971
1.125

20.548
G F 0.522

0.015
20.020

G F 0.509
20.440

0.321
G F20.520

0.506
20.697

G F21.270
20.666

0.648
G F20.111

20.627
0.389

G F 0.722
20.161

0.075
G

bf

~3100! F 0.224
20.131

0.182
G F 0.641

0.280
20.095

G F 20.278
0.865

20.076
G F 0.978

20.017
20.094

G F20.640
20.703

0.166
G F21.266

0.891
20.080

G F20.354
0.696

20.291
G

TABLE VII. The inferred CFs for the four training speakers in the~a! pitch
mean and~b! pitch shape models~unit of pitch period: ms!.

Speaker A B C D

~a!
gs 1.014 0.971 1.026 0.981
bs 20.030 0.049 20.044 0.041

~b!
bs

~3100! F 0.291
0.134

20.012
G F 0.324

0.302
20.125

G F20.216
0.349
0.348

G F20.301
20.472
20.152

G
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the syllable pitch contour for Mandarin TTS, was developed.
Figure 12 shows a block diagram of the proposed method. It
first estimates the prosodic state CF of each syllable from
inputs of linguistic features using the linear regression tech-
nique. The linguistic features used here for this linear regres-

sion included~1! current word length:$1,2,3,.3%; ~2! current
syllable position in word:$first, intermediate, last%; ~3! sen-
tence length:$1,@2,5#,@6,10#,@11,15#,@16,20#,.20%; ~4! current
syllable position in sentence:$1st, 2nd, 3rd, @4th,5th#,
@6th,7th#, @8th,11th#, last, 2nd last, 3rd last,@5th last, 4th
last#, @7th last, 6th last#, @11th last, 8th last#, and others%,
where the smaller count from the beginning or the end wins,
with the count from the end breaking the tie;~5! punctuation
mark after the current syllable~12 types1null!; and ~6! part
of speech~53 types!. This method then combines the pre-
dicted prosodic state CFs with the CFs of other affecting
factors to form estimates of four orthogonal transform coef-
ficients of the log-pitch contour for each syllable using the
pitch mean and shape models. Here, the CFs of the tone- and
syllable-related affecting factors were obtained directly by
looking-up the corresponding CF tables constructed in the
training phase. On the other hand, the three CFs of the
speaker could be directly specified as additional inputs to
control the dynamic range of pitch contour. In this study, in
order to disregard the effect of the speaker’s variability, the
values of the three CFs of the speaker were assigned to the
values obtained by the EM algorithm in training. In addition,
the values of the normalized pitch mean and shape param-
eters, required to calculate the output orthogonal transform
coefficients in Eqs.~6! and ~7!, could be obtained through

FIG. 9. A comparison between the original pitch mean sequence and the reconstructed pitch mean sequence formed by adding the mean value of the
normalized pitch mean and prosodic state CFs. The sentence is ‘‘gen-1 jiu-4 hua-1 chi-2 yin-2 hang-2 gu-1 ji-4, guo-2 nei-4 wu-3 bai-3 da-4 gung-1 sz-1wei-4
lai-2 ke-3 neng-2 fu-2 he-2 tsz-3 shiang-4 juan-1 an-4 dai-4 kuan-3 ji-4 hua-4 de-5 jung-1, gau-1 jie-1 ji-2 ju-3 guan-3, ren-2 shu-4 ye-3 you-3 ji-3 wan-4 ren-2
tzuo-3 you-4, tzai-4 guo-2 ren-2 shiau-1 fei-4 shi-2 guan-4 gai-3 bian-4, guo-2 min-2 suo-3 de-2 ti-2 gau-1, shin-4 yung-4 dai-4 kuan-3 shr-4 chang-2, cheng-2
wei-2 chian-2 li-4 shr-4 chang-2.’’

FIG. 10. Autocorrelation functions of the original pitch mean sequence and
the reconstructed pitch mean sequence formed by adding the mean value of
the normalized pitch mean and the prosodic state CFs.
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similar linear regressive estimation. However, because of the
fact that their variance was very small, we simply set their
values to the means of these two models. Lastly, we gener-
ated the reconstructed syllable pitch contour by performing
orthogonal polynomial expansion and frame-based speaker
denormalization. Notice that the linguistic features used here
were extracted from the input text by an automatic word
tokenization algorithm, with an 80 000-word lexicon and a
manual postcheck.

For a performance comparison, the conventional linear
regression method was also implemented. It uses a linear
combination of weighted input linguistic features to generate
the four orthogonal transform parameters of the log-pitch
contour for each syllable. To ensure a fair comparison, the
input linguistic features used in the method comprised all the
above features and some other syllable-level features, includ-
ing the lexical tones~533 types! of the preceding, current,
and succeeding syllables; theinitials ~21 types1null! of the
current and succeeding syllables; themedials~3 types1null!
of the current syllable; and thefinals ~14 types! of the pre-
ceding and current syllables.

Experimental results obtained using the TL database are

shown in Table XI, where it can be clearly found that the
hybrid method, with 16 prosodic states, outperformed the
linear regression method. RMSEs of 0.996 and 0.865 ms/
frame between the predicted and observed pitch periods were
obtained in the closed and open tests, respectively. The re-
sults were better than those, 1.511 and 1.179 ms/frame,
achieved using the linear regression method. Notice that the
RMSEs resulting from orthogonal transformation were 0.17
and 0.19 ms for the closed and open test data sets, respec-
tively.

Lastly, an AB test and an MOS perceptual test, similar to
those discussed in Sec. III B, were employed to evaluate the
performance of the proposed hybrid method and the conven-
tional linear regression method. Synthesized speech record-
ings, with syllable pitch contours estimated using these two
methods, were compared. The same 16 listeners were in-
volved in these two tests. The experimental results of the AB
test showed that 98.75%~100%! of the hybrid synthesized
speech was found to sound better in the inside~outside! test,
while 1.25% ~0%! of the linear regression synthesized
speech was found to sound better. The experimental results
of the MOS test showed that average MOSs of 3.5~3.18! and

FIG. 11. Examples of labeling minor~& ! and major~* !
prosodic phrase boundaries using rules based on the
prosodic state differences of the pitch mean model.

TABLE VIII. The inferred CFs for the 16 prosodic states in the~a! pitch mean and~b! pitch shape models. The
CFs in ~a! are sorted from small to large~unit of pitch period: ms!.

~a!
State 0 1 2 3 4 5 6 7

bp 20.400 20.225 20.159 20.113 20.081 20.047 20.016 0.014

State 8 9 10 11 12 13 14 15
bp 0.039 0.073 0.102 0.130 0.161 0.196 0.265 0.348

~b!
State 0 1 2 3 4 5 6 7

bq

~3100! F23.662
24.832
20.108

G F 0.047
20.179
21.535

G F21.167
23.221
20.436

G F22.297
4.218
0.346

G F22.245
20.591
20.267

G F21.558
1.194

20.466
G F24.033

0.582
0.961

G F21.167
21.550

0.248
G

State 8 9 10 11 12 13 14 15
bq

~3100! F 9.354
1.249

21.476
G F20.164

0.479
0.304

G F 3.707
0.295

20.773
G F21.340

20.798
1.164

G F 0.849
2.249
0.184

G F 0.094
1.469
1.603

G F 1.550
22.455

0.684
G F20.279

20.289
0.106

G
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1.34 ~1.3! were obtained using the hybrid method and linear
regression method, respectively, in the inside~outside! test.
Based on the results of these two subjective tests, the pro-
posed hybrid method was obviously better.

VI. CONCLUSION AND FUTURE WORKS

This paper has presented a new statistics-based syllable
pitch contour modeling method for Mandarin speech. Ex-
perimental results confirmed its effectiveness at separating
several main factors that seriously affect the mean and shape
of the syllable log-pitch contour of Mandarin utterances. All
the inferred CFs of the affecting factors conformed well with
our prior linguistic knowledge. In addition, the prosodic
states labeled by the EM algorithm were linguistically mean-
ingful, and the repeating uptrend pitch patterns of the pro-
sodic phrase structure of an utterance were well represented
by its prosodic state sequence. The proposed pitch contour
modeling method is, therefore, extremely promising.

Some future work is well warranted. First, as discussed
in Sec. I, only the first subtask of the complicated pitch mod-
eling procedure was undertaken in the current study; this
involved modeling the relationship between the syllable
pitch contour features and some affecting factors, including
local phonetic features, the speaker, and the prosodic state.
The second subtask, which would explore the relationship
between the prosodic state and high-level linguistic cues, is
still untouched. We will undertake this second phase of re-
search in the near future, using a tree-bank database. Second,
by taking advantage of pitch modeling performed using only
acoustic and simple phonetic features, we can apply the syl-
lable pitch mean and shape models in such applications as
tone recognition and prosodic labeling, which do not needa
priori high-level linguistic information, such as word tokeni-
zation or syntactic features.
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The acoustical features of kettledrums have been analyzed by means of modal analysis and acoustic
radiation (p/v ratio! measurements. Modal analysis of two different kettledrums was undertaken,
exciting the system both by a hammer and a shaker. Up to 15 vibrational modes were clearly
identified. Acoustic radiation was studied using two ways. Based on previous experiments of other
researchers, a new parameter, calledintensity of acoustic radiation (IAR), has been defined and
measured. Results show a strict relationship between IAR and the frequency response function
~FRF, which is thev/F ratio!, and IAR also strongly relates the modal pattern to acoustic radiation.
Finally, IAR is proposed for vibro-acoustical characterization of kettledrums and other musical
instruments such as strings, pianos, and harpsichords. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1828552#

PACS numbers: 43.75.Yy, 43.75.Hi, 43.40.Dx@NHF# Pages: 926–933

I. INTRODUCTION

Modal analysis and acoustic radiation in musical acous-
tics are widely used to analyze vibro-acoustical behavior of
musical instruments. Many studies have been conducted
characterizing the acoustic radiation of many instruments us-
ing these techniques. Since sound radiation is strongly re-
lated to modal patterns, a correlation between resonance fre-
quencies in vibrating structures and sound production should
exist. On the other hand, previous studies find a negative
correlation between acoustic radiation and frequency re-
sponse function~FRF, which is thev/F ratio! of membranes
or plates in instruments such as piano and harpsichord~Su-
zuki, 1986; Giordano, 1998!. It could be argued that pianos
and harpsichords are quite complicated instruments, and so
understanding their sound radiation could be hampered by
their complex structure. Therefore, the study on frequency
response, modal analysis, and acoustic radiation will be un-
dertaken for two tympani, where sound generation is largely
from the membrane, so the correlation between FRF and
sound radiation should be found easily. The comparison be-
tween experimental modal patterns and previously published
results could suggest the most appropriate measurement
technique for characterizing vibro-acoustical properties of
musical instruments.

A new vibro-acoustical parameter, able to properly relate
sound production and FRF, is required especially for tym-
pani, where sound generation and modal analysis are
strongly related. Applications of this extend beyond musical
acoustics into the modeling of musical instruments in audi-
toria.

II. TYMPANI PHYSICS: MODAL ANALYSIS

Most drums normally produce a sound of indefinite
pitch, with the notable exceptions of tympani and tablas, the
former of which is used in the orchestra~Rayleigh, 1945!. A

drum skin or membrane is distinctively different from a
string in that the string vibrations follow a harmonic series,
while the membrane vibrates in more complex ways. A cir-
cular membrane’s nodes form concentric circular lines, and
straight lines following the membrane’s diameters. Each par-
tial contributing to the instrument’s sound corresponds to a
particular vibration mode. In Fig. 1, the first 12 modes are
represented, with the ratio between the frequency of the cor-
responding partial and the mode~0,1!.

How can a kettledrum produce a note of defined pitch?
Previously, physicists~Rayleigh, Benade, Rossing! have
studied the frequency ratio between the fundamental and up-
per modes, and the effect of air-loading. Rayleigh noted that
the pitch corresponds to~1,1! mode. Benade~1990! mea-
sured the first ten components of the sound of a 25-in. kettle-
drum tuned on C~130.8 Hz!. Rossing and his staff~in sev-
eral studies from 1976 to 1998! ~Rossing, 1976, 1977, 1982!
investigated vibration modes of kettledrums, finding that all
the vibration modes with only diametric nodes are in har-
monic ratios to each other. Furthermore, the vibration modes
~1,1!, ~2,1!, ~3,1!, ~4,1!, and ~5,1! are respectively in fre-
quency ratios of 1, 1.5, 2, 2.44~about 2.5!, and 2.90~about
3! with the mode~1,1! ~Fletcher and Rossing, 1998!. These
modes are almost in harmonic ratios to a missing fundamen-
tal one octave below the~1,1! mode. Although this missing
fundamental could be rebuilt by the human ear, normally this
does not happen, perhaps because the intensity and duration
of the harmonics are insufficient to enable the ear to grasp
the harmonic spectrum.

Rossing found that air-loading is important in tuning the
kettledrum’s partials. Air-loading is the effect of the mass of
air in the vicinity of the membrane, which lowers the natural
frequencies of vibration from those which would occur in a
vacuum. This effect is strongest for low frequencies, and
influences especially the~1,1! mode. Additionally, the kettle
affects the modes, increasing the circular mode frequencies
and reducing the diametric mode frequencies~Tubis anda!Electronic mail: tronchin@ciarm.ing.unibo.it
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Davis, 1986!. This affect is most important for the~0,1!
mode. Many efforts have been made in determining a theo-
retical model of air-loading, with perhaps the best known
model described by Christianet al. ~1984!.

Two other effects, namely the air modes in the kettle and
the bending stiffness of the membrane, play a minor role
compared to the effect of the weight of the air, and contribute
to the ‘‘fine tuning’’ of the membrane frequencies. Although
the air in the kettle has its own modes of resonance which
could potentially interact with the membrane modes, Rossing
found a great difference in the frequencies of membrane
modes and kettle air modes. Consequently, kettle air vibra-
tions have a very weak interaction with membrane vibra-
tions. The bending stiffness of the membrane could raise the
frequencies of higher partials~a similar effect is found in
piano strings!, but this effect is negligible for the lower par-
tials, which are of most interest in understanding the vibro-
acoustical properties of the instrument.

The radiation of sound from a baffled kettledrum mem-
brane depends on the vibrating mode. In the~0,1! mode, the
membrane acts as a monopole source, whereas in the~1,1!
mode it acts as a dipole source, and so on~Fletcher and
Rossing, 1998!. The directivity of sound radiation is fairly
noticeable in an anechoic room, but not so in a normal
~slightly reverberant! room. Consequently, measurements of
acoustic radiation should not be preformed locating the mi-
crophone at the center of the membrane, but one-fourth from
the edge of the kettle. Spatial averaging of directivity pat-
terns can be achieved by using many striking points around
the circle representing normal positions for striking the in-
strument in musical performance.

III. ACOUSTIC RADIATION

The efficiency of acoustic radiation is a measure of the
effectiveness of a vibrating surface in generating sound
power. It could be defined by the relationship:

s5
W

r0cŜ vn
2&

~1!

in which W is the sound power radiated by a surface with
areaS, which could be obtained by integrating the far-field
intensity over a hemispherical surface centered on the panel,
and ^vn

2& is the space-averaged value of the time-averaged
normal distribution of velocity~Fahy, 1989!.

From this general definition various measurement meth-
ods useful for the study of sound emission could be obtained.

A. Research on acoustic radiation

Previous studies on this argument have been conducted
on the soundboards of the piano and of the harpsichord. K.
Wogram, H. Suzuki, and N. Giordano studied the sound-
board of the piano using different measurement methods.

Wogram~1984! used the parameterF/v, definingF as
the excitation force andv as the resulting velocity at the
point of excitation. He reported that it exhibits a maximum at
a frequency near or below 1 kHz, and that it falls sharply
below 100 Hz, and above 1 kHz. He found that it falls typi-
cally by a factor of 10 as the frequency is varied from 1 to 5
kHz.

Suzuki ~1986! used the ‘‘surface-intensity method,’’ de-
fined as

I 5Re@p~a/ j v* !/2#, ~2!

whereI is the average intensity in time, perpendicular to the
vibrating surface, measured in near field~about 30 cm from
the radiating surface!, v is the angular frequency, Re and*
are the real part and the complex conjugate of a complex
number,p anda are the pressure and the normal acceleration
at the measuring point, andj 5(21)1/2. His study was con-
ducted over a limited frequency range, but imply that the
integrated sound intensity normalized by the input power is
approximately constant from 200 Hz to 5 kHz.

FIG. 1. The ratio~f.r.! between the frequency of the
corresponding overtone and that of the ‘‘fundamental’’
mode ~0,1! is signed under each mode. This is not a
harmonic sequence.
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Giordano~1998! used the parameterp/v, wherep is the
sound pressure measured in near field andv is the velocity of
the soundboard. In all the measured pointsp/v is greatest at
about 1 kHz, and it falls off below a few hundred hertz and
above 5 kHz.

Suzuki’s and Giordano’s results agree, but appear to be
in contrast with Wogram’s results on the average value of
F/v, which falls by a factor of 10 or more from 1 to 5 kHz.
Is important to notice that all of these studies have one result
in common: the resonance frequencies did not coincide with
those of acoustic emission; on the contrary they often had
negative correlation.

IV. EXPERIMENT 1: MODAL ANALYSIS

Vibration and acoustic measurements were conducted at
the same time. The FRF (v/F) of the instruments was ob-
tained from the vibration measurements. Up to 15 modes
were studied, in order to check the results with previous
research. Two tympani with different features were
analyzed—these were made available by the Conservatorium
of Cesena in Italy. Both tympani were in normal condition,
with used membranes. The first was a plexi-glass Adam 25-
in. ~about 65 cm! kettledrum with a Remo mylar skin and a
central reinforce, tuned to approximately 166 Hz~corre-
sponding to E!. The second was a copper 25-in.~65 cm!
Ludwig kettledrum with a mylar skin and no central rein-
force, tuned to approximately 145 Hz~corresponding to D!.
Figure 2 is a schematic diagram of the experimental appara-
tus.

A. Experimental configuration

The membrane was excited by percussive impulses in
213 measuring points, fixed on a square grid with 4-cm grid
intervals. Measurements were conducted at the same points
on the two instruments. Waveforms were recorded and stored
on a personal computer, and waveform analysis was con-
ducted using Aurora software~Farina, 1997!.

1. Adams kettledrum

The following instrumentation was used:

~i! Hammer Bru¨el & Kjær Type 8203,
~ii ! Accelerometer Bru¨el & Kjær Type 4374,

~iii ! two charge amplifiers Bru¨el & Kjær Type 2635, and
~iv! PC equipped with 20-bit A/D converter, 96-kHz

sample rate sound-board.

Based on reciprocity theory, the accelerometer was located at
a fixed point on the membrane, being a point usually hit by
the performer~10 cm from the edge of the skin!, while the
tympanum was excited by the hammer at 213 positions. In
order to minimize measurement error, an average of ten con-
secutive impacts for each measurement position was used.

The amplitude of space-averaged FRF measured for
Adam tympanum is presented in Fig. 3.

2. Ludwig kettledrum

The following instrumentation has been utilized:

~i! two accelerometers Bru¨el & Kjær Type 4374,
~ii ! two charge amplifiers Bru¨el & Kjær Type 2635,
~iii ! Electrodynamic Mini-Shaker Bru¨el & Kjær Type

4810, and
~iv! PC equipped with 20-bit A/D converter, 96-kHz

sample rate sound-board.

In this case~Fig. 4! the vibration of the structure was mea-
sured by placing the accelerometer at each of the 213 fixed
points and exciting the system through the electrodynamic
shaker placed in the normal striking point for the player
~which was the same point as for the Adams instrument!. The
shaker provides an alternative way to excite the structure,
which theoretically should enhance the quality of the mea-

FIG. 2. Schematic diagram with all the experimental apparatus.

FIG. 3. Adams kettledrum system FRF: excitation induced by the hammer.

FIG. 4. Ludwig kettledrum: shaker placed in the middle.
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sured FRF, especially at mid-high frequencies.
In order to obtain impulse responses~IRs! between the

shaker and each accelerometer position a logarithmic, swept
sine waveform 10 s in duration ranging from 20 Hz to 20
kHz was employed. In a second step the IRs were trans-
formed to the frequency domain and the final FRF~ampli-
tude and phase! obtained from the average of all 213 single
FRFs. Finally, the mappings of the vibrational modes were
obtained in the same way as for the Adams instrument. An-
other set of measurements was conducted applying the
shaker in the middle of the membrane, and testing the influ-
ence of the shaker position on the measurement of FRF~Fig.
4!. The amplitudes of the two space-averaged FRFs obtained
positioning the shaker in the two positions on the membrane
are presented in Figs. 5 and 6, respectively.

B. Results of the modal analysis

1. Adams kettledrum

For the Adams kettledrum, 15 vibration modes in the
frequency range from 140 to 540 Hz were found. In Table I
the results are summarized and compared to Rossing’s re-
sults.

The results were very similar to those expected. Circular
and mixed modes corresponded almost perfectly to those
found by Rossing. The frequencies corresponding to dia-
metrical modes were lower than expected. The discrepancy
grew with increasing modal frequency. The~5,1! mode,
which is not very harmonic in theory, was the least similar to
Rossing’s measurements; a very small discrepancy was
found for the modes~2,1!, ~3,1!, ~4,1!. The mode~5,1! and
the mode ~6,1! had frequencies lower than those of the

modes~0,3! and ~3,2!, whereas previous studies found the
reverse. Circular and mixed modes corresponded perfectly to
theory ~Fig. 7!.

Two similar mappings, one corresponding to the mode
~5,1!, the other not corresponding to any resonance peak,
were found. The second one had the same features of the
mode ~5,1!, but it was in a harmonic ratio with the mode
~1,1!. It could be interesting to investigate on the origins of
this vibration mode.

2. Ludwig kettledrum

Only three vibration mode mappings are reported~Fig.
8!, with a lower definition. In this case the use of shaker and
accelerometers, throughout the membrane, could have in-
creased the mass-loading effect. Modal frequencies were
shifted some hertz higher, especially in the low frequency
range.

The FRF graphics showed a peak at almost 3 kHz, prob-
ably attributable to the resonance frequency of the very thin
bar that connected the shaker to the membrane.

Comparing the FRF obtained by exciting the system at
the normal striking position to the FRF obtained by exciting
the middle of the membrane, the second one has more stimu-
lated resonance peaks corresponding to the circular and
mixed vibration modes.

A comparison with the Adams kettledrum reveals that
the head-impedance hammer method gives more precise
space averaged frequency responses than the shaker method.
This means that the first method is especially suitable when
the main purpose of the measurements is to obtain modal
shapes~at reasonably low resonance frequencies!. Moreover,
using reciprocity theory, the measurements are usually very
quick, and in a short time a mesh of hundreds of points can
be measured. The shaker method gives more precise fre-
quency responses than hammer, even though at very high
frequencies harmonic artifacts could occur due to additional
mass loading, steel-stick resonance, and wax-damping. How-
ever, in both cases the FRFs obtained are suitable for experi-
ments investigating acoustic radiation.

FIG. 5. Ludwig kettledrum system FRF: shaker placed in the normal strik-
ing point.

FIG. 6. Ludwig kettledrum system FRF: shaker placed in the middle of the
membrane.

TABLE I. Frequencies and measured ratios and comparison to Rossing’s
results. In italics: frequencies that help the harmonicity of tympani.

Modes
m, n

Frequencies
f m,n (Hz)

Ratios
f m,n / f (11)

Ratios found by Rossing

Measured Calculated

~0,1! 145 0.87 0.81 0.80
(1,1) 166 1.00 1.00 1.00
(2,1) 248 1.495 1.50 1.52
~0,2! 274 1.65 1.65 1.68
(3,1) 323 1.95 1.97 2.00
~1,2! 344 2.07 2.00 2.27
(4,1) 403 2.43 2.44 2.48
~2,2! 452 2.72 2.86 2.74
(5,1) 470 2.83 2.91 2.94
~0,3! 490 2.95 2.71 2.97
~6,1! 533 3.22 ¯ 3.40
~3,2! 543 3.27 ¯ 3.29
~1,3! 554 3.34 ¯ ¯

~7,1! 597 3.59 ¯ ¯

~4,2! 624 3.76 ¯ ¯
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V. EXPERIMENT 2: ACOUSTIC RADIATION

The second part of the investigation was dedicated to the
measurement of acoustic radiation. The same musical instru-
ments used in modal analysis were studied.

A. Definitions and experimental configuration

Acoustic radiation was measured with the Adams kettle-
drum used in the modal analysis, but tuned on 145 Hz, with
the same 213 striking points used for the modal analysis.

FIG. 7. Mappings of Adams kettledrum vibrational modes.
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Two different parameters of the acoustic radiation were
measured and compared: the complex ratiop/v, which is the
parameter used by Giordano, and a new parameter that can
be defined asintensity of acoustic radiation~IAR!, because it
is a parameter between acoustic intensity and radiation.

IAR is defined as the space-averaged amplitude of cross
spectrum between sound pressure caused by the movement
of the vibrating surface~the membrane! and the velocity of
the vibration of the membrane itself. An omnidirectional mi-
crophone was located in a fixed position at about 25 cm over
the membrane, one-fourth from the edge of the kettle, and
the accelerometer was mounted at the same points utilized
during modal analysis. The measurements were repeated for
each position of the accelerometer, avoiding errors caused by
sound directivity.

The measurements were conducted in a slightly rever-
berant room, where reverberation time helps to average ra-
diation of sound caused by~0,1! and~1,1! modes. At higher
frequencies the room acoustics did not influence the mea-
surements. Moreover, the space-averaging of the data con-
ducted by moving the transducers thorough the membrane
enhanced the measurements.

Sound pressurep was measured in near field, at 25 cm
from the membrane, as previously reported by Suzuki and
Giordano~Figs. 2 and 9!. In order to properly measure ra-
diation of sound, the distance between the radiating surface

and the microphone should be one-fourth of the wavelength,
and hence 25 cm was considered a good compromise for low
and high frequencies. However, further study would be use-
ful to optimize the microphone position during such mea-
surements, balancing the need to avoid excessive reverbera-
tion from the room and the need to achieve sufficiently
uniform radiation from the membrane.

The following instrumentation was used:

~i! accelerometer Bru¨el & Kjær Type 4374,
~ii ! charge amplifier Bru¨el & Kjær Type 2635,
~iii ! condenser microphone connected to sound level meter

Larson Davies LD model 2900B,
~iv! electrodynamic Mini-Shaker Bru¨el & Kjær Type

4810, and
~v! PC equipped with 20-bit A/D converter, 96-kHz

sample rate sound-board.

The measurements were conducted in the same way as de-
scribed in Sec. IV A 2. The IRs, measured at the microphone
and the accelerometer, were simultaneously measured by
means of a logarithmic sine sweep generated by the shaker
~Farina, 1997!. In a second step, the synchronousp andv IRs
were postprocessed, and, in the frequency domain, the am-
plitude and phase of the transfer functionp/v and cross spec-
trum p•v were calculated.

B. Measurements of acoustic radiation: Results and
comments

The efficiency of acoustic radiation (p/v) appears ap-
proximately constant from 270 to 3800 Hz, with a peak in
this range at 1200 Hz~Fig. 10!. At a finer scale, rapid fluc-
tuations ofp/v can be observed. Even though a kettledrum is
quite different from a piano or harpsichord, the curve is still
opposite in phase with the FRF, meaning that thep/v curve
has minima at the same frequencies where the FRF has
maxima—therefore it has the same features as those of Su-
zuki and Giordano.

Results forIAR (p•v) show a different pattern to the
FRF or p/v results~Fig. 11!. The frequency range of maxi-
mum sound radiation intensity is between 140 and 900 Hz,
with a progressive small decrease in amplitude as the fre-
quency grows. Tall peaks and valleys characterize this zone.
The strongest intensity was found in the frequency range of
the mode~1,1!, at 156 Hz, but the amplitudes of the modes

FIG. 8. Mappings of Ludwig kettledrum vibrational modes.

FIG. 9. Adams kettledrum: acoustic radiation measurements.
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~2,1! and ~0,2!, respectively, at 226 and 247 Hz, were sub-
stantial, too. Above 900 Hz, amplitudes decrease suddenly,
remaining constant from 900 to 3000 Hz. Substantial peaks
and valleys are recorded also from 900 to 1500 Hz, whereas
from 1500 to 3000 Hz they become decreasingly evident. All
the graphics obtained exciting the system through the shaker
have a peak around 3000–3200 Hz that could not be related
to the sound properties of tympani, but could correspond to
the resonance frequency of the very thin bar connecting the
membrane with the shaker.

The most important results of the investigation derive
from the comparison between the FRFs and the parameters
p/v and IAR (p•v), respectively. In the first case, frequen-
cies with great radiation efficiency (p/v) do not correspond
to the resonance frequencies of the frequency response~to
the vibration modes!, and indeed are in antithesis to them.
The curve corresponding top/v is in phase opposition to that
of the FRF curve, following previous studies of Suzuki and
Giordano~Fig. 10!. This should not be a surprising result.
The definition ofp/v is close to the mechanical impedance,
and therefore it would explain sound losses rather than sound
generation of the soundboard. Besides, FRF is strongly re-
lated to sound generation, and this should apply to sound
generation of vibrating surfaces, and therefore sound inten-
sity.

The comparison between the graphic of the FRF and the
graphic of the intensity of the acoustic radiationIAR (p•v)
shows interesting results~Fig. 11!. The graphics has a very
similar curve and resonance frequencies correspond perfectly
to sound emission frequencies. The surprising correlation be-

tween FRF andIAR suggests the adoption of the new pa-
rameter as descriptor of acoustic radiation. Moreover, the
space-averaged amplitude of cross spectrump•v between
the sound pressure and velocity of the membrane, measured
over a large number of points, suggests calling the new pa-
rameterintensityof acoustic radiation, since it is related to
radiation ~velocity v on the membrane!, and the relation is
defined like the sound intensity product, as described in Sec.
V A.

VI. CONCLUSIONS

Acoustic radiation measurements and modal analysis
were conducted in two different kettledrums, namely Adams
and Ludwig models. The measurements were conducted as
indicated in previous papers. Two procedures for exciting the
membrane were used and compared: the head-impedance
hammer and the shaker. The FRFs obtained with the two
techniques for each kettledrum were quite similar, whereas
modal shapes were better using the hammer. The shaker gave
better frequency results up to 3 kHz, but the resonance of the
bar connecting the shaker to the membrane was found at
about 3 kHz. The mappings of the 15 individual vibration
modes were very clear, and frequency ratios agreed approxi-
mately with the theoretical ones. A high degree of correspon-
dence was obtained for the circular and mixed vibration
modes, whereas the diametric modes yielded frequencies
slightly lower than the theoretical ones.

Acoustic radiation was measured in two different ways.
In the first case the complex ratio (p/v) between sound pres-
sure and the vibration velocity of the membrane was calcu-
lated. This is the method used by Giordano. In the second
case the space-averaged amplitude of cross spectrum (p•v)
between sound pressure, measured at a fixed point at 25 cm
far from the instrument, and the vibration velocity of the
membrane measured at more than 200 points was calculated.
This is a new parameter calledintensity of acoustic radiation
(IAR). Comparing the graphics of FRF andp/v, it can be
observed how the resonance frequencies are often in opposi-
tion to those of acoustic emission, in accordance with previ-
ous studies conducted on soundboards of the piano. Applying
IAR, the resonance frequencies correspond perfectly to those
of sound emission, and the curves of the two graphics are
very similar. TheIAR parameter is well related to frequency
response function and for this reason is preferred top/v. It is
a medium parameter between acoustic intensity and acoustic
radiation, and so is suitable to measure the sound generating
characteristics of musical instruments with vibrating sound-
boards. This parameter can be used to qualify and define the
directivity of musical instruments, which is important for
architectural acoustics, as well as for auralization processes.
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Assessing the proportion of biological cells in a volume of interest undergoing structural changes,
such as cell death, using high-frequency ultrasound~20–100 MHz!, requires the development of a
theoretical model of scattering by any arbitrary cell ensemble. A prerequisite to building such a
model is to know the scattering by a single cell in different states. In this paper, a simple model for
the high-frequency acoustic scattering by one cell is proposed. A method for deducing the
backscatter transfer function from a single, subresolution scatterer is also devised. Using this
method, experimental measurements of backscatter from homogeneous, subresolution polystyrene
microspheres and single, viable eukaryotic cells, acquired across a broad, continuous range of
frequencies were compared with elastic scattering theory and the proposed cell scattering model,
respectively. The resonant features observed in the backscatter transfer function of microspheres
were found to correspond accurately to theoretical predictions. Using the spacing of the major
spectral peaks in the transfer functions obtained experimentally, it is possible to predict microsphere
diameters with less than 4% error. Such good agreement was not seen between the cell model and
the measured backscatter from cells. Possible reasons for this discrepancy are discussed. ©2005
Acoustical Society of America.@DOI: 10.1121/1.1830668#

PACS numbers: 43.80.Cs, 43.40.Fz, 43.80.Jz, 43.80.Ev@FD# Pages: 934–943

I. INTRODUCTION

During the last two decades, several studies have found
that localized variations in cell morphologies in tissues~Pav-
lin et al., 1991; Lockwoodet al., 1992! and cell ensembles
~Sheraret al., 1987; Berubeet al., 1992! can be detected
using high-frequency ultrasound from 20 to 100 MHz. Al-
though individual cells cannot be resolved, even at the high
frequencies used, changes in the brightness and speckle in
conventional brightness-mode~B-mode! images as a result
of cell structure changes can readily be observed. More re-
cently, spectral analysis techniques~Feleppaet al., 1986;
Lizzi et al., 1997! used to analyze radio-frequency~rf! echo
signals, have made it possible to more specifically character-
ize average cell structure changes in tissues~Guittet et al.,
1999! and cell ensembles~Kolios et al., 2002, 2003!.

Cells undergo many morphological changes throughout
the cell cycle, in response to the surrounding environment,
and in death. Several types of changes in cell structure have
been successfully detectedin vitro using high-frequency ul-
trasound. In particular, changes in structure that occur in
cells undergoing mitosis~Czarnota et al., Br. J. Cancer,
1999; Kolioset al., 2002!, after exposure to changes in sa-
linity ~Czarnotaet al., Proc. Microsc. Soc. Am., 1999; Kolios

et al., 2001!, during necrotic death~Czarnotaet al., 1997!,
and during apoptosis~Czarnotaet al., 1997, 1999, 2002; Ko-
lios et al., 2002! have been shown to induce detectable
changes in ultrasound backscatter. Exposure to the drug
colchicine, which arrests cells during the metaphase phase of
mitosis, increases the ultrasound backscatter of cell en-
sembles compared to untreated cells. Exposing cells to in-
creased salinity, which induces osmotic cell shrinkage and
the condensation of chromatin inside the cell nucleus, also
increases the ultrasound backscatter of cell ensembles. In
ensembles of necrotic cells~heat killed! and cells undergoing
apoptosis~after exposure to cisplatin, a chemotherapeutic
agent! an increase in the ultrasound backscattered signal was
observed compared to viable cells. Apoptosis, a process
marked by cell and nucleus shrinkage, condensation of chro-
matin in the nucleus, and eventual nuclear fragmentation
~Hacker, 2000!, causes significant increases in high-
frequency ultrasound scattering: up to a 20-fold change in
average backscatter intensity compared to ensembles of vi-
able cells, and possibly an increase in the scattering effi-
ciency at higher frequencies~Kolios et al., 2002!.

Although using ultrasound it is possible to noninva-
sively detect ensembles of cells undergoing structural
changes, such as apoptosis, it is difficult to quantify the pro-
portion of cells undergoing these changes. The long-terma!Electronic mail: rbaddour@uhnres.utoronto.ca
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goal of our research is to develop such a quantitative mea-
sure for various biological tissues; a potentially useful metric
for various applications, such as cancer treatment evaluation.
Achieving this goal requires the development of a theoretical
model for the scattering by any arbitrary cell ensemble tak-
ing into account any packing arrangement and any combina-
tion of cell morphologies. A prerequisite for this generalized
model is to understand the scattering by a single cell, the
building block of any biological tissue. Understanding the
scattering response of a single cell will enable the estimation
of the properties~e.g., size, shape! and assessment of the
functional condition~e.g., viable versus apoptotic! of an ar-
bitrary cell simply by analyzing the ultrasound backscatter-
ing from that cell.

Historically, it has not been possible to detect isolated,
individual eukaryotic cells even with high-frequency ultra-
sound devices. The main problems are related to localization
and low signal strength. Due to their small size~5–20mm!,
even at high ultrasound frequencies, cells are smaller than
the wavelength of the incident sound wave~20–75mm!, the
resolution limit for imaging applications. In addition, not
only due to their small size, but also their weakly scattering
nature, the scattered sound from individual cells has been too
low to be detected above background system noise. Very
recently, new high-frequency ultrasound devices have
emerged with better system signal-to-noise ratio characteris-
tics, which can enable the measure of backscatter from
smaller and weaker scatterers. To date, backscattering from
individual cells has never been successfully measured. We
present a method to deduce the backscattering from indi-
vidual subresolution scatterers. Using this method, the back-
scatter from polystyrene microspheres and single cells are
measured and used to evaluate a proposed model of the high-
frequency acoustic scattering by one living biological cell.

II. MODEL OF A SINGLE CELL

In order to calculate the single-cell scattering response,
the dominant acoustic scattering centers in cells at high fre-
quencies must be determined. Since apoptosis produces a
significant change in the overall backscatter from cell en-
sembles~Kolios et al., 2002, 2003!, it is useful to examine
the dominant changes in cells undergoing apoptosis before
they break up into apoptotic bodies~a later stage of apopto-
sis! and get phagocytosed. During the early stages of apop-
tosis the mitochondria swell, the cell diameter decreases, the
nuclear diameter decreases, and the chromatin condenses in-
side the nucleus. As shown in Fig. 1, most of the significant
gross structural changes that occur are related to the nucleus.

The nucleus of a cell is denser than the rest of the cell
~Meselson and Stahl, 1958! due to its high DNA and protein
content. By estimates, approximately 71% of the nuclear vol-
ume is taken up by chromatin~Monier et al., 2000!; chroma-
tin being made up of approximately 50% DNA and 50%
protein by volume~Kornberg, 1974!. Deoxyribonucleic acid
has a density of 1.71 g/cm3 ~Meselson and Stahl, 1958!,
whereas typical proteins have a density of 1.35 g/cm3 ~Mat-
thews, 1968!. The rest of the nucleus is a heterogeneous
solution of biological macromolecular structures termed the
nuclear matrix. By contrast, the composition of the cell

around the nucleus is mainly cytoplasm, which has a density
approximately equal to the surrounding interstitial fluid~a
low concentration saline!, a small amount of protein~e.g.,
cytoskeleton!, and thin bilipid membranes that make up the
other organelles~e.g., Golgi apparatus, mitochondria!.

The longitudinal speed of sound in DNA, in varying
conformations and orientations, has been measured to be in
the range of 1900 to 2400 m/s~Hakim et al., 1984; Edwards
et al., 1985!. This is significantly higher than the speeds of
sound of cytoplasm, estimated to be 1508 m/s in muscle fiber
cells ~Berovicet al., 1989!, or interstitial fluid, which, due to
its high water content, is likely to be close to 1527 m/s, the
value for water at body temperature (37 °C). Therefore, it is
reasonable to conclude that the average acoustic impedance
of the nucleus is significantly higher than the average acous-
tic impedance of the rest of the cell and the surrounding
fluid. It follows that the nucleus should scatter sound more
efficiently than the rest of the cell.

If one assumes that there is not a significant mismatch in
density and speed of sound between the balance of the cell
around the nucleus and the surrounding medium, it is a rea-
sonable simplification, for acoustic scattering calculations,
that a cell could be approximated by its nucleus. In addition,
although the nucleus to cytoplasm volume ratio varies by cell
type, in many cases the nucleus is relatively isotropic and
almost spherical. Therefore, we propose here that a cell be
modeled as a single spherical scatterer with uniform me-

FIG. 1. Transmission electron micrographs of cells from the OCI-AML-5
line ~Wanget al., 1991! ~human acute myeloid leukemia! in different stages
of apoptosis induced by exposure to cisplatin; scale bars represent 2mm. ~a!
Normal cell; nucleolus and mitochondria are clearly visible, nucleus~indi-
cated by arrow! takes up a large proportion of the cell volume.~b! Early
apoptosis; reduction in nuclear diameter and chromatin condensation is evi-
dent ~nucleus is indicated by arrow!; vacuoles and/or swelled mitochondria
are visible.~c! Later apoptosis; nuclear fragmentation is starting.~d! Very
late apoptosis; apoptotic bodies containing chromatin fragments and other
cell constituents.
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chanical properties that correspond to its nucleus. Since the
proposed cell model is simple geometrically, one can math-
ematically determine the theoretical scattering response of a
cell to incident high-frequency ultrasound pulses by calculat-
ing the scattering response of a sphere with nucleus-like me-
chanical properties.

The far-field complex pressure amplitude (ps) at an ob-
servation point at timet of the scattered echo returned from
a nonrigid sphere insonified by a plane, monochromatic
acoustic wave can be expressed in series form as

ps~ t,k3 ,u!5
Pia

2r F 2

x3
(
n50

`

~21!n~2n11!

3sinhne2 ihnPn~cosu!Ge2 ik3(c3t2r ), ~1!

wherePi is the incident wave amplitude,a is the radius of
the spherical scatterer,r is the distance to the observation
point, c3 is the longitudinal speed of sound in the surround-
ing medium,k3 is the wave number~for a given frequencyf ,
k352p f /c3), x3 is the relative frequency (x35k3a), andPn

is thenth-order Legendre polynomial of argument cosu. The
scattering angle~u! is equal top in the backscattering case.
The phase shifthn is a term which takes into account all
other parameters, such as the mechanical properties of the
scatterer. Faran~1951! developed an expression in the form
of Eq. ~1! for the scattering by an elastic sphere in water~or
any medium that does not support shear!, accounting for
wave-mode conversion inside the scatterer. A small correc-
tion was presented by Hickling~1962!, who verified the re-
sult experimentally. To calculate theoretical scattered pres-
sures (ps) for various conditions, the Faran–Hickling
solution was used in our studies. Although the developed
computer code allows for the calculation of individual scat-
tering conditions, typically the scattered pressures for a range
of a particular parameter are calculated at once. For example,
to calculate the size dependence of scattering, a range ofa
values, representing the sphere radii of interest, would be
passed to the algorithm along with the wave number (k3),
mechanical properties of the scatterer (c1 ,r1 ,s), mechani-
cal properties of the surrounding medium (c3 ,r3), and the
location of the observation point (u,r ), as defined by Faran
~1951!. Parametric studies of these properties have been per-
formed by Hickling~1962! and many others~Hampton and
McKinney, 1961; Brill and Gaunaurd, 1987; Hinders, 1991!.

III. METHODS

A. Deducing the backscatter signal from a single
subresolution scatterer

The first step in attempting to measure the backscatter
from a single subresolution scatterer was to prepare a sparse
suspension of the scatterer in question~microspheres or
cells!. The ideal suspending medium is a pure liquid, such as
water, to eliminate any possibility of medium inhomogene-
ities ~e.g., that would be possible if using a gel!. Very low
concentrations~between 1000 to 10 000 scatterers/cm3) of
the scatterers were mixed into degassed water. Preceding ev-
ery acquisition, the vials containing the suspensions were
gently stirred. This stirring step was found to be particularly
important for suspensions of larger and denser scatterers due
to their higher settling velocities.

Data acquisition was performed using a VisualSonics
VS40b ~VisualSonics Inc., Canada! ultrasound imaging de-
vice which generates short, broadband pulses with center fre-
quencies at 20, 30, 40, or 55 MHz. This device digitally
samples the pressure received by the transducer at a rate of
500 MHz with a measurement resolution of 256 levels~8
bits!. Several different transducers, with different resonant
frequencies,f numbers, and focal lengths, were employed
~20 MHz: f 2.35, 20 mm; 30 MHz:f 2.13, 12.75 mm; 40
MHz: f 2, 6 mm; 55 MHz: f 3, 6 mm!; each with a 6-dB
intensity bandwidth of nearly 100 percent. Raw rf echo sig-
nals, the raw A lines, were acquired from different lateral
positions with the transducer submerged in water. All of the
acquired A lines~roughly 1000 per experiment! were then
thresholded, discarding all lines not containing any data
value greater than half the maximum data value detected in
all the echo signals. This step eliminated the numerous
‘‘empty’’ acquisitions that occur since the suspensions are so
sparse, with concentrations equivalent to less than one scat-
terer per focal volume of the most focused transducer used.
In addition, the threshold eliminates most ‘‘indirect hits’’
with scatterers~e.g., a scatterer at the edge of the focal vol-
ume or in any sidelobe present in the incident beam profile!,
which result in backscattered pressure intensities of generally
lower peak amplitude, ensuring that only near-pure backscat-
ter signals from single microspheres are analyzed. Spectral
analysis was then performed on the 50 to 100 A lines that
remain after thresholding. The part of the signal acquired
from around the transducer focus, the depth of field of the
transducer~where the incident waves can assumed to be pla-

FIG. 2. System block diagram: The
pulse,E( f ), is generated by the pulser
and modified by several transfer
functions—transducer,T( f ), attenuat-
ing medium,Ha( f ,r ), scatterers in the
region of interest,Hbs( f ,r ), artifacts
and noise,N( f ,r )—until the backscat-
tered signal,R( f ,r ), is finally ampli-
fied, by a factor ofA, and measured.
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nar!, was extracted by multiplication with a Hamming win-
dow and Fourier transformed to facilitate spectral analysis.

B. The backscatter transfer function

The experimental ultrasound system was modeled as a
function of frequency (f ) and location (r ). From the system
block diagram shown in Fig. 2, Eq.~2! was used to describe
the Fourier transform of the signal received from the depth
of field, R( f ,r )

R~ f ,r !5E~ f !T~ f !2Ha~ f ,r !2@Hbs~ f ,r ! ^ N~ f ,r !#A,
~2!

whereE( f ) is the transmitted electrical pulse,T( f ) is the
transducer transfer function~a measure of the transducer’s
efficiency!, Ha( f ,r ) is the attenuation transfer function of
the intervening medium,Hbs( f ,r ) is the backscatter transfer
function of the region of interest~in our case, containing
only a single scatterer!, N( f ,r ) is a model of any acoustic
artifacts as well as random noise, andA is the amplifier gain.
It would be desirable to solve forHbs( f ,r ) to study the back-
scatter response of the region of interest. However,E( f ),
T( f ), Ha( f ,r ), andN( f ,r ) are not known. The solution we
adopted was to take a reference measurement,Rref( f ,r ): the
perpendicular specular reflection from a flat, polished SiO2

crystal ~Edmund Industrial Optics Inc., part 43 424;r
52.20 g/cm3, c55720 m/s) placed at the same depth as the
region of interest, normal to the incident pulse direction.
Rref( f ,r ) will have exactly the sameE( f ), T( f ), and ap-
proximately the sameHa( f ,r ) ~since scatterer depths will
vary inside the region of interest! as R( f ,r ). Hbs( f ,r ) for
this reference measurement is simply the reflection coeffi-
cient @Hbs( f ,r )50.79 in the case of the SiO2 crystal#. As a
result, we defined the approximate backscatter transfer func-
tion ~BSTF! as

BSTF5U R~ f ,r !

Rref~ f ,r !
U2

5UA@Hbs~ f ,r ! ^ N~ f ,r !#

0.79ArefNref~ f ,r !
U2

, ~3!

which is an approximation ofuHbs( f ,r )u2. It was more con-
venient to define the BSTF in terms of squared magnitudes
~i.e., power spectra! as they are directly proportional to pres-
sure intensities. The BSTF of a region of interest was ex-
pressed in decibels relative~dBr! to the backscatter intensity
from the reference. The values of the BSTF for a region
containing a single scatterer were directly compared to nor-
malized pressure intensities calculated with the Faran–
Hickling solution.

IV. RESULTS

A. Polystyrene microspheres

Before attempting to measure the backscatter from
single cells, the method to deduce the backscatter transfer
function of a subresolution scatterer was tested with polysty-
rene microspheres~Beckman Coulter Inc., part numbers
6 602 796, 6 602 798, and 6 602 802!. These were used be-
cause they are homogeneous, have known mechanical prop-
erties (r51.05 g/mL,c52350 m/s,s50.35), and areavail-
able in calibrated sizes~diameter tolerances of60.5%). The
microspheres were suspended in distilled, degassed water at

FIG. 3. Theoretical and measured backscatter transfer functions for single
~a! 12-mm; ~b! 20-mm; and ~c! 90-mm polystyrene microspheres (c
52350 m/s,r51.05 g/mL,s50.35) in water using two different wideband
transducers~only the data from the 6-dB bandwidth of each transducer are
shown!. Note that the theoretical curves have not been shifted or scaled in
any way, except to take into account the geometric effect of diminishing
solid angle with distance.
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room temperature. Figure 3 shows the measured BSTFs for
polystyrene microspheres of three different diameters~12,
20, and 90mm! plotted along with the corresponding theo-
retical normalized backscattered pressure intensity frequency
response. Figure 4 shows a representative backscattered
pulse measured from each size of microsphere. The smaller
sizes were chosen as they are in the range of typical eukary-
otic cells ~5–20mm!. The larger size was chosen to investi-
gate the sensitivity of the experimental setup to detecting the
complex high-frequency resonances predicted by the Faran–
Hickling solution.

B. Eukaryotic cells

Experiments with eukaryotic cells were performed to
evaluate the proposed cell scattering model, i.e., an elastic

sphere with nucleus-like properties. OCI-AML-5~Wang
et al., 1991!, a line of human acute myeloid leukemia cells,
was chosen for these experiments. In addition to having a
simple morphology with a single, quasispherical nucleus~as
seen in Fig. 1!, the apoptotic response of these cells has been
well documented~Tohda et al., 1996; McCubreyet al.,
2001; Salehet al., 2002!, an important feature given one of
our ultimate goals of a measure of the apoptotic index. This
cell line was also selected because previous high-frequency
ultrasound studies have been performed on these cells~Czar-
notaet al., 1997, 1999; Kolioset al., 2002!. Instead of water,
the surrounding medium used for the cell suspension was a
dilute phosphate buffered saline~PBS! solution ~in distilled
water: 8 g/L sodium chloride, 0.2 g/L potassium chloride,
0.132 g/L calcium chloride, 0.10 g/L magnesium chloride,
1.15 g/L sodium phosphate, 0.2 g/L potassium phosphate! to

FIG. 4. Typical backscattered pulses from a 12-mm ~b!,
20-mm ~c!, and a 90-mm ~d! polystyrene microsphere
insonified by anf 2 transducer with a broadband 40-
MHz pulse~a!. Insets are typical B-scans of sparse sus-
pensions of microspheres~scale resolution5100mm);
triangles indicate the depth of the transducer focus.
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preserve the viability of the cells. This solution of inorganic
salts maintains a submerged cell’s physiologicalpH, osmotic
equilibrium, and membrane potential.

To calculate the theoretical backscatter from individual
OCI-AML-5 cells in PBS using the proposed simplified cell
scattering model, the average diameter and mechanical prop-
erties of OCI-AML-5 nuclei were required~PBS was as-
sumed to be water-like with r51.0 g/mL and c
51483 m/s). Using optical confocal microscopy of
bisbenzimide-stained cells with ultraviolet illumination,
shown in Fig. 5~a!, the average diameter of OCI-AML-5 nu-
clei ~of cells from this particular multiply passaged line! was
measured to be 9.1mm, with a standard deviation of 1.8mm.
The distribution of measured diameters is presented in Fig.
5~b!.

The average longitudinal speed of sound in OCI-AML-5
nuclei, extracted from cells by the method of Muramatsu
et al., 1974, was measured to bec51508.5 m/s. This mea-
surement was performed in PBS medium using a dense pellet
of nuclei, centrifuged into one of two calibrated wells of a
custom-built steel sample holder; the second well was used
as a reference. The Poisson’s ratio of OCI-AML-5 nuclei
from viable cells was assumed to be the same as the Pois-
son’s ratio of nuclei from chondrocytes~connective tissue
cells!, which has been measured to bes50.42 ~Knight
et al., 2002!.

The average density of an OCI-AML-5 nucleus was es-
timated assuming generic eukaryotic nucleus properties. Us-
ing the estimate that 71% of the nuclear volume is taken up
by chromatin, which contains approximately an equal pro-
portion of DNA and protein by volume, and if one assumes
that the rest of the nuclear matrix is an equal combination of
dilute brine~essentially water,r51.0 g/mL) and protein, it
is possible to calculate an overall average nucleus density to
be r51.43 g/mL.

Figure 6 shows the measured BSTF for an OCI-AML-5
cell using three different transducers compared with two cor-
responding theoretical backscatter pressure intensity curves

FIG. 5. Measurement of OCI-AML-5 cell nuclei.~a! Optical confocal mi-
croscopy of a population of bisbenzimide-stained OCI-AML-5 cells using
ultraviolet illumination ~only nuclei are visible!. ~b! Distribution of OCI-
AML-5 nuclei diameters measured from optical confocal microscopy stud-
ies; top scale bar represents1/21 standard deviation centered about the
mean~indicated by a triangle!.

FIG. 6. Theoretical and measured backscatter transfer
functions for single OCI-AML-5 cells~theoretical cell
model parameters:c51508.5 m/s, r51.43 g/mL, s
50.42, 2a59.1mm) in PBS~assumed to be water-like
for theoretical calculations! using three different wide-
band transducers~only the data from the 6-dB band-
width of each transducer are shown!. The second theo-
retical curve~scatter plot! is a weighted average of the
Faran–Hickling scattering solutions for a normal distri-
bution of nuclei diameters, corresponding to the distri-
bution of measured diameters (mean59.1mm, stan-
dard deviation51.8mm) as shown in Fig. 5~b!. Note
that neither theoretical curve was scaled or shifted in
any way, except to take into account the geometric ef-
fect of diminishing solid angle with distance.
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for spheres with OCI-AML-5 nucleus-like mechanical prop-
erties in water. The first theoretical curve~dotted line! is a
calculation of the Faran–Hickling scattering solution using
the mean measured nucleus diameter of 9.1mm. The second
theoretical curve~scatter plot! is a weighted average of the
Faran–Hickling scattering solutions for a normal distribution
of nuclei diameters, corresponding to the distribution of mea-
sured diameters (mean59.1mm, standard deviation
51.8mm) as shown in Fig. 5~b!. Figure 7 shows a represen-
tative backscattered pulse measured from an OCI-AML-5
cell.

V. DISCUSSION AND CONCLUSIONS

A. Polystyrene microspheres

Very good agreement in the location of the spectral fea-
tures predicted by the theory and the experimentally mea-
sured data was observed. It was encouraging that even the
high-frequency resonances were detected experimentally.
However, when the scatterer becomes large, as for the
90-mm microsphere, agreement of feature locations and in-
tensity levels was less rigorous, particularly at high frequen-
cies. This could be due in part to the fact that 90mm is very
close to the full-width half-maximum~FWHM! intensity
beamwidth of the transducers used. Another likely factor is
that the wave components that make up the sharp, peculiarly
shaped resonances predicted forka.15 ~i.e., 2p f a/c3

.15), a range only seen in Fig. 3~c! for frequencies above
40 MHz, might disperse~e.g., due to differing propagation
speeds per frequency! before reaching the transducer for ac-
quisition. As seen in Fig. 3~c!, even when the transducer with
a 55-MHz resonant frequency was employed, although there
was good agreement at lower frequencies, the agreement was
poor near 55 MHz where most of the beam power is centered
~and the best results would be expected!. This is good evi-
dence that dispersion is occurring and affecting the higher
frequencies of scattered sound before they can be measured.
The same dispersion should also be present in the results
from the 12- and 20-mm microspheres, but as the backscatter
responses are less complicatedly shaped in these cases, the
effect on agreement with theory is probably less evident.

Some of the features in the backscatter frequency re-
sponse curves can be interpreted according to resonance
theory. If the frequency of the incident wave coincides with
one of the resonant modes~vibrational eigenmodes! of the
object, a resonant~or ringing! characteristic will be observed
in the amplitude of the scattered wave. This behavior, how-

ever, is not sufficient to explain the complicatedly shaped
curves of Fig. 3 and Fig. 4. Although the sharp peaks at
lower frequencies in Fig. 3~c! could well correspond to reso-
nant modes of a spherical 90-mm polystyrene microsphere,
the complex behavior at higher frequencies is unlikely due to
simple resonance.

Based on the observation of long transients by Faran
~1951! and on the experimental results of Hickling~1962!,
another theory has been proposed where the backscatter re-
sponse is strongly dependent on a train of backscattered ech-
oes ~Gaunaurd and Strifors, 1997!. Initially the transducer
receives a specularly reflected pulse~from the ‘‘front’’ sur-
face of the microsphere! which mirrors the shape of the in-
cident pulse. Then, the transducer receives regularly spaced
pulses due to multiply circumnavigating surface wave pulses
as proposed by Brillet al. ~1981!. Their shape deviates
somewhat from the incident pulse due to dispersion of the
surface waves—since different distances are traveled along
the surface depending on the part of the sphere that was
initially reached, and their amplitude diminishes with each
turn around due to radiative and absorption losses. The
shorter the incident pulse, the more distinctly separated are
the resulting train of pulses. The spacing should also be re-
lated to the longitudinal speed of sound in the medium (c3),
the transverse~shear! speed of sound in the scatterer (c2),
and the diameter of the scatterer (2a). For a longer incident
pulse~or for certain values ofc2 , c3 , and 2a), the train of
resulting echo pulses starts to overlap and interference oc-
curs. The type of interference that occurs, constructive or
destructive, is dependent on the resonant modes of the
scatterer—if the peak of the incident pulse spectrum coin-
cides with a local maximum~a resonant mode! of the theo-
retical frequency response of the scatterer, then one will get
constructive interference; the converse for a minimum. Since
the pulses generated by the VisualSonics VS40b device and
transmitted by our transducers are broadband~6-dB band-
widths nearly equal to the central frequency!, several of these
theoretical resonant peaks and troughs are excited at once, so
the interference relationship is complicated. For the polysty-
rene microspheres, we are mainly in this latter regime of
overlapping echoes, evident in Fig. 4~b! and Fig. 4~c!. For
the larger 90-mm microsphere, the train of pulses starts to
separate; there is some evidence of this phenomenon in Fig.
4~d!. This is likely because of the longer time required for
the surface waves to circumnavigate the greater circumfer-
ence of the sphere.

Another important observation from the backscatter re-

FIG. 7. Typical backscattered pulse from an OCI-
AML-5 cell insonified by an f 2 transducer with a
broadband 40-MHz pulse; incident pulse is shown in
Fig. 4~a!. Inset is a typical B-scan of a sparse suspen-
sions of cells~scale resolution5100mm); triangle in-
dicates the depth of the transducer focus.
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sponses of polystyrene microspheres is that the spacing of
the resonances in the backscatter frequency response is re-
lated to the diameter of the sphere. As the scatterer diameter
is decreased the resonances become more distantly spaced.
Neglecting the small effect of scatterer size on the backscat-
tered intensity~larger scatterers will naturally reflect more
energy than smaller scatterers!, the backscatter frequency re-
sponse for any sphere sharing the same mechanical proper-
ties and differing only in size, will be the same curve
stretched along the frequency axis by a particular factor re-
lated to the sphere diameter.To investigatethis phenomenon,
the theoretical backscatter response for a polystyrene sphere
of an arbitrary diameter in water was calculated and plotted
againstka, the relative frequency~shown in Fig. 8!. Ignoring
the absolute intensity values, these curves are valid for any
size of polystyrene sphere. Fromka51 to ka56, there are
very sharp, nearly regularly spaced resonant peaks. The
mean spacing between these peaks iska50.6. Thus, given
an experimentally measured backscatter frequency response
for a polystyrene sphere, the diameter of the sphere (2a)
could be determined simply from the mean spacing between
resonant peaks. For example, in the experimental curves for
20-mm microspheres shown in Fig. 3~b!, the average spacing
between the resonant peaks is 14.7 MHz. Solving for the
sphere radius (a)

ka5
2p f

c3
a5

2p~14.73106!

1483
a50.6, ~4!

yields a predicted diameter of 19.26mm; a very good esti-
mate~within 4%! of the true scatterer size for such a simple
calculation. This positive result indicates that the method de-
vised to deduce the backscatter signal from a single subreso-
lution scatterer was successful. The fact that it is possible to
work back from a measured backscattered frequency re-
sponse and deduce characteristics of a subresolution scatterer
is quite promising for future work with biological media~if
this type of resonant behavior can be observed! for which, in

most cases, the nature and properties of the main scattering
sources are unknown.

B. Eukaryotic cells

A typical backscattered pulse from an OCI-AML-5 cell
~Fig. 7! was shorter than pulses seen from polystyrene mi-
crospheres~Fig. 4!. As discussed previously, a shorter scat-
tered pulse is a consequence of a smaller scatterer size. This
strong size dependence likely dominates any effect of small
relative changes in mechanical properties, such as those be-
tween polystyrene, cells, and nuclei. The smallest micro-
sphere diameter studied was 12mm, roughly the same diam-
eter as the OCI-AML-5 cells~mean diameter of 13.4mm,
measured by light microscopy!, yet the scattered pulses from
cells are shorter than those from these microspheres@Fig. 7
versus Fig. 4~b!#. This adds evidence that the cell nucleus,
with its smaller diameter, is probably the main scattering
source in the cell. Also, the peak amplitude of the backscat-
tered pulses from cells was lower than those from polysty-
rene microspheres. This is consistent with the fact that OCI-
AML-5 nuclei have a lower acoustic impedance (Z5rc
52157 kg/m2

•s) compared to polystyrene (Z5rc
52468 kg/m2

•s).
The experimental OCI-AML-5 BSTFs presented in Fig.

6 were approximately continuous across the three different
transducers. A trend of reducing slope with increasing fre-
quency is evident. This ‘‘corner’’ may indicate that the band
of frequencies investigated represents a transition zone in the
scattering response of OCI-AML-5 cells. The large slope of
the BSTF from 10 to 30 MHz~this band is mainly covered
by the f 2.35, 20-MHz transducer! could indicate the end of
the Rayleigh scattering regime. The slope of thef 2.35 trans-
ducer curve from 10 to 20 MHz is 1.3 dB/MHz, close to the
value of 1.2 dB/MHz needed to meet thef 4 dependence of
intensity predicted for Rayleigh scattering. This assessment
agrees with the first theoretical curve~Fig. 6 dotted curve!,
which also predicts higher slopes as frequency decreases. In
general, the Faran–Hickling solution predicts that the transi-

FIG. 8. Theoretical backscatter pressure intensity fre-
quency response for an arbitrarily sized polystyrene mi-
crosphere (c52350 m/s,r51.05 g/mL,s50.35) plot-
ted on a logarithmic~a! and linear~b! intensity scale
~normalized to incident pressure waves of intensity
51) against the relative frequency,ka.
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tion zone between the Rayleigh scattering~i.e., higher slope!
regime and the more complex resonant scattering regime oc-
curs aroundka50.5. In the case of a 9.1-mm scatterer~cell
nucleus!, this critical value occurs at 26 MHz.

It is evident, however, that there is almost no agreement
between the first theoretical curve~Fig. 6, dotted curve!, the
backscattering solution for the mean OCI-AML-5 nucleus
diameter, and the experimental results. This is likely due to
the wide range of nuclei diameters present in any given
sample~as seen in Fig. 5!, and consequently in the sparse
solutions used in the experiments. As there is no way to
easily distinguish between the backscattered pulses when
analyzing the results, the calculation of the average BSTF
will include the responses from different nucleus sizes~in
addition to different shapes, as OCI-AML-5 nuclei are not
truly spherical!. This will tend to smooth the complicated
resonant behavior predicted for the scattering response of a
single nucleus~i.e., the local maxima and minima will cancel
when shifted along the frequency axis!. The second theoret-
ical curve confirms this possibility. The backscatter fre-
quency response of 100 different nuclei sizes~chosen as
there are, typically, up to 100 A lines remaining per experi-
ment after thresholding!, normally distributed based on the
distribution of measured diameters, each with identical me-
chanical properties, was calculated using the Faran–Hickling
formulation. The weighted sum of these responses~the
weights are equal to the probability corresponding to each
diameter! is presented in Fig. 6~scatter plot!. As the number
of nuclei sizes simulated would increase, this second theo-
retical curve would become smoother. This theoretical curve
agrees more closely with the experimental results, also indi-
cating a ‘‘corner-like’’ response.

Even with a more accurate simulation of the experimen-
tal conditions, it is clear that the theoretical backscatter re-
sponse still does not accurately predict the true response
from single OCI-AML-5 cells. It is likely that some of the
simplifications made in the theoretical cell model contribute
to the divergence between the two results. First, the cell
nucleus is not truly spherical@as seen in Fig. 1 and Fig. 5~a!#;
it is hard to predict how this would affect the resulting back-
scatter response as there is no computable solution available
for the acoustic scattering from an aspherical, arbitrary-
shaped elastic scatterer. Another simplification that could po-
tentially have a significant impact on the backscatter from a
cell is that the nucleus is not homogeneous. The proposed
theoretical model assumes a nucleus with uniform mechani-
cal properties. It is quite possible that small regions of dif-
ferent chromatin density, such as the nucleolus or chromo-
somes ~during mitosis!, dominate the resulting scattering
process. The high experimental spectral slopes from 10–30
MHz, higher than the theoretical model prediction, also sug-
gest the presence of scatterers of smaller size. Therefore, a
nucleus may be better modeled as an ensemble of scatterers.

The assumption that the nucleus by itself is primarily
responsible for the acoustic scattering of a cell might also
have to be reconsidered. It is likely that there are various
other factors affecting the acoustic scattering produced by a
single cell. For example, it is possible that the mitochondria,
a small organelle with a high density of membranes and pro-

teins, could cause a significant amount of scattering. Even
more likely, the balance of the cell outside the nucleus likely
has some affect on the scattering of incident acoustic pulses,
but also on the scattered pulses emitted from the nucleus.
This would explain the much lower peak amplitudes of the
echo signals measured from nuclei compared to polystyrene
microspheres, nearly an eightfold difference, even though the
acoustic impedances of each are within 15%. Although cyto-
plasm, which fills the rest of the cell, is thought to be mostly
constituted of water, this is a significant oversimplification
biologically. Although 2 to 10 times less stiff than the
nucleus~Caille et al., 2002!, as a whole, the rest of the cell
outside the nucleus is still stiffer than water. This is likely
due to one of the important constituents of the cytoplasm, the
cytoskeleton~a network of actin, tubulin, myosin, and other
proteins!, which can significantly change the shape of the
cell and its effective resistance to external compressional
forces~Caille et al., 2002!. There is still much to be learned
about the behavior of the cytoskeleton, which varies from
one cell type to another and could be modulated by various
external or internal cellular stimuli~Karl and Bereiter-Hahn,
1999!. It is conceivable that the presence of the mesh of
cytoskeleton might dampen, to some unknown extent, the
vibrations and transient deformations of the cell and nucleus
that would be induced by an incident acoustic pulse. This
might, as a result, reduce the amplitude of any morphological
resonances in the backscatter frequency response, generally
contributing to a smoothing of this curve, as seen in Fig. 6. It
might be possible to model the effect of the layer of cyto-
plasm ~containing cytoskeleton! around the nucleus as an
elastic shell surrounding a stiffer elastic sphere or a fluid
sphere.

Ideally, it would be very helpful at this point to experi-
mentally measure the backscatter of a single OCI-AML-5
cell at various stages of apoptosis and compare it to theoret-
ical predictions using the simplified scattering model of a
cell. This would be useful because it would provide a good
indication of the model’s robustness, which focuses solely on
changes to the nucleus, for simulating structural changes
such as apoptosis. Practically, however, measuring the back-
scatter from single cells at specific known stages of apoptosis
proved very difficult. We have no method for verifying, by
assay or microscopically, that a particular cell being insoni-
fied is at a certain stage of apoptosis. This is partly due to the
setup, the machine scan head geometry does not allow for
concurrent microscopy of the same volume being imaged,
but also the thresholding method devised to image single
cells. Because cells are in suspension, it is impossible to
predict when a cell, let alone a particular cell, will be in the
focal zone of the ultrasound beam.

To attempt to make this imaging and backscatter re-
sponse analysis technique more clinically relevant, experi-
ments will have to be performed using tissues or, in the sim-
plest case, an ensemble of cells. A particular type of
ensemble, a pellet of centrifuged cells, is of primary interest
given its wide use in preclinicalin vitro studies and other
ultrasonic studies. In addition to building a more elaborate
model to simulate an ensemble, a further complicating factor
one might encounter in extending the technique is that the
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major scattering centers may change from the sparse solution
~i.e., single-cell! environment, where the balance of the cell
surrounding the nucleus appears to have an important effect,
to the cellular ensemble condition. For instance, in a tight
ensemble of cells, the nuclei may then truly dominate the
overall scattering.
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Key voice features—fundamental frequency (F0) and formant frequencies—can vary extensively
between individuals. Much of the variation can be traced to differences in the size of the larynx and
vocal-tract cavities, but whether these differences in turn simply reflect differences in speaker body
size~i.e., neutral vocal allometry! remains unclear. Quantitative analyses were therefore undertaken
to test the relationship between speaker body size and voiceF0 and formant frequencies for human
vowels. To test the taxonomic generality of the relationships, the same analyses were conducted on
the vowel-like grunts of baboons, whose phylogenetic proximity to humans and similar vocal
production biology and voice acoustic patterns recommend them for such comparative research. For
adults of both species, males were larger than females and had lower mean voiceF0 and formant
frequencies. However, beyond this,F0 variation did not track body-size variation between the sexes
in either species, nor within sexes in humans. In humans, formant variation correlated significantly
with speaker height but only in males and not in females. Implications for general vocal allometry
are discussed as are implications for speech origins theories, and challenges to them, related to
laryngeal position and vocal tract length. ©2005 Acoustical Society of America.
@DOI: 10.1121/1.1848011#

PACS numbers: 43.80.Ka, 43.70.Gr Pages: 944–955

I. INTRODUCTION

Human speech is a multidimensional signal. In addition
to conveying the phonetic contrasts essential to language, the
speech signal contains cues to myriad nonlinguistic dimen-
sions of a speaker, including sex, age, individual identity, and
dialect background~Ladefoged and Broadbent, 1956; Aber-
crombie, 1967; Bricker and Pruzansky, 1976; Bachorowski
and Owren, 1999!. Indeed, the latterindexical dimensions
can intrude on the linguistic function of speech by introduc-
ing significant speaker-specific variation into the speech sig-
nal that complicates recovery of its linguistic content, requir-
ing some mechanism of ‘‘speaker normalization’’ in
listeners. Given the importance of such normalization to ef-
fective communication, a central preoccupation of speech
science has been uncovering the perceptual and cognitive
processes involved, and at the same time also tracing the
underlying sources of variation in the speech signal to begin
with.

Considerable progress has been made on both fronts,
although there remain unresolved issues in each area. For
example, in perception, alternative explanatory frameworks
stress the importance of either canceling the spurious

speaker-dependent variation to recover canonical phoneme
targets, or actively incorporating such variation into the pro-
cess of phoneme identification given recent evidence that
speech comprehension can be facilitated by familiarity with
the idiosyncracies of particular talkers’ voices~reviewed in
Nearey, 1989; Johnson and Mullenix, 1997!.

On the production side, research has focused on speaker-
dependent variation in vocal production physiology, particu-
larly differences in the size of critical features of vocal-tract
anatomy. There is a solid understanding of the basic relation-
ships here and their implications for the speech signal. For
example, many of the basic differences in the speech of chil-
dren and adults, and within adults between males and fe-
males, can be traced to differences in the size of the larynx
and vocal-tract cavities that determine voice fundamental
frequency (F0) and formant frequency profiles, respectively
~Peterson and Barney, 1952; Hiranoet al., 1983; Titze, 1989;
Fitch and Giedd, 1999!. These differences in turn are to a
large extent thought to reflect differences in body size be-
tween adults and children, and between males and females
~Fitch and Giedd, 1999!. However, we are on somewhat
shakier ground here~Nordström, 1977!. Although some of
the differences in voice acoustics~e.g., between children and
adults! probably do reflect straightforward differences in vo-
cal anatomical maturation related to differences in general
growth and development trajectories, some apparently do
not.

For example, the nearly twofold difference in baseline

a!Portions of this work were presented at the First International Conference
on Animal Acoustic Communication, cohosted by the Acoustical Society of
America and the University of Maryland, College Park, Maryland, July
2003.

b!Electronic mail: d.rendall@uleth.ca
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speakingF0 between adult males and females appears to be
out of all proportion to the more modest body-size differ-
ences between the sexes, and previous work has also failed
to find any correlation between voiceF0 and body size
within either sex~Lieberman, 1967; Kunzel, 1989; van Dom-
melen and Moxness, 1995; Collins, 2000!. Similarly, a hand-
ful of studies examining formant frequencies~or simply the
broader frequency spectrum! in relation to body size varia-
tion between and within sexes have yielded weak or mixed
results~Lasset al., 1980a, b; van Dommelen and Moxness,
1995; Collins, 2000; Greisbach, 1999; Gonza´lez, 2004!. As a
result, there is continuing interest in the underlying biology
of body-size growth and development that contributes to
variability in vocal-tract anatomy and thus to the speaker-
specific variation in speech that it is ultimately so important
to normalize in speech perception.

There are additional reasons for the interest in potential
body-size influences on speech production and voice acous-
tics. To begin with, it is possible that voice cues to body size,
and their underlying vocal anatomical determinants, are
themselves subject to specific biological selection pressures.
It is certainly true that body size plays a deterministic role in
competitive interactions and other social contexts in many
species, including humans. As a result, there could be func-
tional value inadvertisingsize in various contexts through
voice features that reveal, or even exaggerate, vocalizer size
~Morton, 1977; Fitch, 1999, 2000!. Indeed, there is some
broad support for this possibility in the form of demonstrable
correlations between different spectral dimensions of the
voice ~e.g., fundamental frequency, ‘‘dominant’’ frequency/
harmonic, and resonance frequencies! and body size in vo-
calizations used by some anurans and mammals either in
aggressive competition among males, or in mate attraction
displays, where size matters~e.g., Davies and Halliday,
1978; Reby and McComb, 2003; reviewed in Fitch and
Hauser, 2002!.

Furthermore, such observations have inspired a recent
proposal that a critical feature of human vocal-tract anatomy
long held to represent a specific adaptation for language,
namely a descended larynx positioned low in the vocal tract
by comparison to closely related primate species~Lieber-
man, 1968; Liebermanet al., 1969!, actually represents an
adaptation for body-size advertisement~Fitch, 2000; Fitch
and Reby, 2001!. That is, humans’ descended larynx posi-
tions it outside the bony constraints of the skull, allowing it
to expand more freely in multiple dimensions and at the
same time creates a longer vocal tract. Both characteristics
could function to advertise larger body size through vocal-
izations with lowerF0 and formant frequency profiles, re-
spectively.

To more fully evaluate these ideas and to contribute to
our broader understanding of the connections between body-
size variation, vocal-tract allometry, and variable speech
acoustics, we need a better understanding of the extent to
which these features of speech actually track variation in
speaker body size. Therefore, in this paper, we undertake
analyses of human voice acoustics in relation to several di-
mensions of speaker body size. We focus specifically on
vowel sounds because these manifest clearF0 and formant

profiles that seem to offer the most salient cues to size-
related vocal anatomical variation, and we limit our analyses
to adults to avoid age-related confounds in body size and
vocal-tract anatomy. In addition, where possible, we include
comparable data on the grunt vocalizations of adult baboons.

Baboons provide an especially useful comparison here.
As primates relatively closely related to humans, they pro-
vide a logical opportunity to trace potential continuity in the
processes of human vocal production and to help clarify
some of the basic vocal anatomical and acoustic-structural
relationships involved. Indeed, research on baboon commu-
nication has already revealed several productive parallels to
speech phenomena. Thus, the most common vocalization
produced by baboons—a harmonically rich grunt—is struc-
turally analogous to human vowel sounds, having a clear,
stableF0 and a set of prominent resonance peaks that reflects
the combined action of stable vocal-fold vibration and sub-
sequent spectral shaping by the supralaryngeal vocal-tract
cavities ~Zhinkin, 1963; Andrew, 1976; Richman, 1976!.
More detailed analyses have shown that the meanF0 and
resonance frequencies of female grunts actually closely
match those of vowels produced by English-speaking males,
a convergence attributed to a coincidence in vocal-fold and
vocal-tract lengths in the two groups~Owren et al., 1997;
Rendall, 2003!. This work has also shown that the baboons
produce different acoustic variants of grunt that, like vowels,
differ in spectral properties related to vocal-tract filtering
~Owren et al., 1997; Rendallet al., 1999!. In addition, sex
differences in theF0 and formant profiles of baboon grunts
parallel sex differences in theF0 and formant profiles of
human vowels~Rendallet al., 2004!, as illustrated in Fig. 1,
suggesting that some similar process of vocalizer normaliza-
tion might also be important for the perception of different
grunt variants in baboons.

Finally, and importantly, although the basic anatomy of
vocal production and its functional operation is similar in
baboons and humans~Fitch and Hauser, 1995; Owren and
Linker, 1995!, baboons do not have either a descended lar-
ynx or language~in the human sense!. Therefore, they rep-
resent a very valuable control for these influences on vocal
production, allowing us to explore the relationships between
vocalizer body size, vocal-tract anatomy, and voice acoustics
unconfounded by language and any potentially associated
anatomical adaptations.

FIG. 1. Spectrograms of~a! human vowels and~b! baboon grunts produced
by an adult male~M! and female~F! of each species. The vowel illustrated
is that from the word ‘‘butt.’’ Both spectrograms were produced using a
1024-point FFT~approximately 50 ms!, a Hanning window, and 90% frame
overlap. Note the general similiarity in frequency structure between the
vowels and grunts, and the similar pattern ofF0 and formant differences
between males and females within each species.
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We begin by examining theF0 and formant profiles of
human vowels and baboon grunts produced by adult males
and females of each species and the extent to which sex
differences in these acoustic features track body-size differ-
ences between the sexes. We follow this with an analysis of
size-relatedF0 and formant frequency variation among indi-
viduals within each sex.

II. BETWEEN-SEX VARIATION IN BODY SIZE AND
VOICE ACOUSTICS IN HUMANS AND BABOONS

A. Methods

1. Voice samples and body-size measurements

a. Humans. Matched voice samples and body-size mea-
surements were obtained from undergraduate students re-
cruited from psychology courses at the University of Leth-
bridge. Students were screened for language and dialect
background in an effort to reduce potential acoustic variation
associated with such differences across subjects. Only stu-
dents for whom Canadian English was their first language
and lacking strong regional accents were retained in the
study. The sample ultimately retained for analysis consisted
of a balanced set of 68 students~34 males and 34 females!
whose average age was 23 years~range: 18–44 years!.

Voice samples were collected individually from subjects
in a sound-controlled room in the Laboratory of Comparative
Communication and Cognition. Subjects were seated in a
comfortable padded chair and were fitted with an adjustable
head-worn microphone~AKG C420! connected to a preamp-
lifier ~Behringer MX602A! that allowed the recordist to ad-
just signal recording level appropriately. The preamplifier
was connected to a Pentium IV computer through a tunable,
8-pole Butterworth antialias filter~Frequency Devices 900/
9L8B!. Speech signals were digitized with 16-bit quantiza-
tion at a sample rate of 22.05 kHz after low-pass filtering at
10 kHz.

Subjects were given a sheet containing the speech mate-
rial to be recorded. The material emphasized the production
of vowel sounds which are the components of speech most
likely to reflect size-related variation through variable vocal-
fold vibration rates (F0) and vocal-tract resonance frequen-
cies. The material included a list of isolated vowels, two lists
of single-syllable words encompassing a range of different
vowels ~in either hVd or bVt context!, and four short sen-
tences constructed of single-syllable words that replicated
many of the vowel sounds present in the word lists. The
order of material within each list of isolated vowels, words,
and phrases was randomized across subjects to avoid serial
order effects. Subjects were instructed tosayrather thanread
the material in a clear and comfortable voice, pausing delib-
erately between each item. They were asked to practice the
material aloud in order to familiarize them with the content
and to get them comfortable speaking in front of the record-
ist and while wearing the microphone. The practice interval
also allowed the recordist to optimize the recording level for
each subject. After a variable interval of practice, each sub-
ject was recorded producing the material in a single session
from beginning to end.

Prior to collecting the speech sample, measurements
were taken of each subject’s height, weight, and neck cir-
cumference~taken at the level of the greatest laryngeal pro-
trusion!, and a commercial flatbed scanner was used to ob-
tain an image of each hand, stretched flat on the surface of
the scanner. From the scanned images, the length of the third
digit was measured inADOBE PHOTOSHOP©.

b. Baboons. Grunt vocalizations were collected during
field research on chacma baboons at two sites in southern
Africa. One site was located in the Moremi Game Reserve in
northern Botswana, and the other site was in the De Hoop
Nature Reserve in the Western Cape Province of South Af-
rica. Baboons at the two sites belong to the same species and
subspecies~Papio hamadryas ursinus! that is distributed
continuously throughout southern Africa~i.e., Namibia,
Botswana, Zimbabwe, and South Africa!. Subjects were the
sexually and physically mature adult males and females of
the main study group at each site. Both groups had been
studied continuously for several years. As a result, all indi-
viduals were known and easily identified. The animals them-
selves were fully habituated to human observers, allowing
high-quality vocal recordings to be made at very close range
~0.5–2.0 m!. Vocalization recordings were made during a
single protracted study period in Botswana~February 1996–
March 1997! and during multiple shorter study periods in
South Africa~December 2000; May–August 2001; January–
May 2002!.

Grunt vocalizations were recorded during the course of
focused observational research on the baboons which in-
volved consecutive 1-h follows of specific individuals.~For
additional details regarding the collection of behavioral data,
see Rendallet al., 2000!. Baboons grunt in a variety of con-
texts but especially during dispersed travel and foraging ac-
tivities and when approaching one another to socialize~Ren-
dall et al., 1999!. Recordings were made on Sony type IV
metal tapes using a Sony WM-D6C Professional Walkman
cassette recorder and a Sennheiser ME 80 directional micro-
phone with K3U power module. Analog field recordings
were subsequently digitized with 16-bit accuracy using a
sample rate of 22.05 kHz, after low-pass filtering at 10 kHz.
The sample ultimately available for acoustic analysis con-
sisted of 1028 grunts from 27 different individuals~11 males
and 16 females!. Additional details of the grunt sample and
subjects studied can be found in Rendallet al. ~2004!.

Body-size measurements of baboons were collected sev-
eral years earlier~1976–1979! during a multiyear census of
the baboon population in the De Hoop Nature Reserve. Dur-
ing this census, animals were captured and anesthetized to
collect biometric data including the height~head-crown to
tail-base!, weight, and length of the right foot of each animal.
The sample included complete measurements of 47 adult ba-
boons (.7 years of age!, of which 29 were male and 18
were female. These animals were captured in the same area
that is now occupied by the main study troop at De Hoop.
However, their identities could not be traced to any of the
current members of this troop. Hence, the body size and
vocalization samples have to be regarded as unmatched.
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2. Acoustic analysis

a. Human vowels. Analysis of human voice samples fo-
cused on vowels contained in one of the word lists~beet,
bait, bit, bet, bat, butt, boat, boot, book! and the vowels from
several words in the short sentences~‘‘ Put the book on top of
the cup.’’; ‘‘ Beat the tip of the stack.’’; ‘‘ Butt the herd with a
stick.’’; ‘‘ Pull the rope through the boat.’’ !. In addition, the
unstressed vowel in three instances of the word ‘‘the’’ in
these phrases was also measured. This vowel was taken to
approximate the schwa vowel, produced without emphasis
and with a comparatively neutral vocal-tract configuration,
making it the most likely source for unbiasedF0 and formant
cues to size. In total, 23 vowel sounds were analyzed for
each subject.

Acoustic analysis involved obtaining values of the fun-
damental frequency (F0) and the frequency of the first four
formants (F1 –F4) from the central, steady-state portion of
each vowel, with the exception of the glide vowels in the
words ‘‘bait’’ and ‘‘ boat.’’ For these two vowels, analysis
was shifted either toward the initial section of the vowel or
toward the end to better isolate the portion of interest~i.e., /e/
and /o/, respectively!. Acoustic analyses were performed us-
ing the PRAAT© acoustic software package~version 4.1.9!
implemented on the Windows XP Professional Operating
System. TheF0 of each vowel was obtained using the pitch-
tracking function ofPRAAT to first highlight its ‘‘pitch’’ con-
tour. The appropriate portion of each vowel was then circum-
scribed with interactive cursors and the program queried for
the mean pitch (F0) over that range.

The frequencies of the first four formants of each vowel
were obtained using the formant-tracking function ofPRAAT

to highlight the contour of each formant. In this analysis, the
formant-tracking routine was instructed to identify five for-
mants over the range 0–5000 Hz using a frequency analysis
window of 25 ms~approximately 500 points!. Once again,
interactive cursors were used to delimit the appropriate por-
tion of the vowel, and the program was queried for the mean
value of each formant over that range. Formant frequency
values obtained in this way were independently verified us-
ing autocorrelation-based linear predictive coding~LPC!. In
this analysis, an LPC spectrum was generated from a 25-ms

slice centered on the appropriate region of the vowel. This
LPC spectrum was overlaid on a matching sized fast-Fourier
transform~FFT! of the same region of the vowel, and the
goodness-of-fit of the LPC peaks to emphasized regions in
the underlying FFT was examined using 10–14 LPC coeffi-
cients. LPC peaks were then compared to formant frequency
values obtained through formant tracking.

b. Baboon grunts. The analysis of baboon grunts pro-
ceeded in much the same way, except that the analyses were
performed using theENTROPIC SIGNAL PROCESSING SYSTEM

WAVES1 software package~ESPS/WAVES1© version 5.3!
~1997! implemented on the Linux operating system~Red
Hat© version 6.0!. Analyses of these calls have been pub-
lished previously with detailed descriptions of the methodol-
ogy used ~Rendall et al., 2004!. Briefly, the analysis of
grunts also focused on obtaining values for theF0 and fre-
quencies of the first four resonances~or formants! of the
calls.F0 values were obtained from the amplitude waveform
of each grunt. Because most grunts exhibited extremely
regular periodicity, individual cycles of vocal-fold opening
and closing~representingF0) were clearly visible in the
waveform. We measured the period of each cycle of vocal-
fold opening and closing from six cycles of vocal-fold vibra-
tion from the middle of each grunt, and averaged their in-
verses to obtain a meanF0 value ~in Hz! for each grunt.

The frequencies of the first four formants of each grunt
were identified via autocorrelation-based LPC. An LPC spec-
trum was generated from a 1024-point~approximately 50
ms! segment from the midpoint of each grunt, using a Han-
ning window, and 18 coefficients. This LPC spectrum was
then overlaid on an independently derived FFT for the same
segment of the grunt to ensure the goodness-of-fit of the
LPC-derived frequency spectrum. The frequencies of the first
four poles of the LPC spectrum were then extracted and re-
tained.

B. Results and discussion

Mean values for body-size and acoustic features of adult
males and females of each species are given in Table I.
Body-size data for both species were well-conditioned with

TABLE I. Means and standard deviations of body-size~cm/kg! and acoustic features~Hz! for humans~vowels! and baboons~grunts! and the degree of sexual
dimorphism in each feature. Dimorphism values are given as the ratio of values between the sexes~M:F for body size features; F:M for acoustic features!.

Humansa Height Digit-3 Neck Weight F0 F1 F2 F3 F4

Male 183.8
@7.5#

3.36
@0.16#

38.4
@2.0#

85.1
@12.6#

113
@17.9#

468
@25.2#

1431
@59.0#

2505
@119.4#

3468
@149.0#

Female 168.3
@6.9#

2.98
@0.13#

32.0
@1.9#

64.4
@8.9#

204
@17.4#

583
@32.3#

1747
@79.9#

2915
@130.3#

4089
@175.1#

Dimorphism 1.09 1.13 1.20 1.32 1.81 1.25 1.22 1.16 1.18
1.20

Baboonsb Height Foot Weight F0 F1 F2 F3 F4
Male 85.0

@4.67#
20.9

@0.79#
29.8

@2.37#
53

@4.43#
332

@41.4#
1062
@44.5#

1878
@107.9#

2603
@194.6#

Female 69.6
@3.22#

17.5
@0.73#

17.3
@1.43#

114
@11.6#

448
@43.3#

1430
@109#

2677
@157#

3407
@232.0#

Dimorphism 1.22 1.19 1.72 2.15 1.35 1.35 1.43 1.31
1.36

aMatched samples for body size and acoustic data (N534 males, 34 females!. Acoustic data represent the average values across 23 vowel utterances.
bUnmatched samples for body size (N529 males, 18 females! and acoustic data (N511 males, 16 females!.
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bivariate scatterplots revealing no obvious outliers and mean
values comparing well with those from previous morphomet-
ric studies of humans and baboons, some involving much
larger samples~e.g., Hamillet al., 1979; Barrett and Henzi,
1997; McFadden and Bracht, 2003!. Male:female dimor-
phism values confirmed that the bodily dimensions studied
obeyed basic biophysical principles. Thus, in humans, sexual
dimorphism in height and digit length~both linear dimen-
sions! was approximately 1.10~i.e., males were 10%
‘‘longer’’ than females!. The sex difference in neck circum-
ference~an areal dimension! and weight~a volumetric di-
mension! were 1.20 and 1.32, respectively, which match al-
most exactly the values that would be expected based on the
square~1.21! and cube~1.33! of the observed linear dimor-
phism. Although the magnitude of sexual dimorphism in all
body dimensions was greater in baboons than it was in hu-
mans, the same biophysical relationships were nevertheless
observed. Thus, in baboons, sexual dimorphism in linear di-
mensions~height and foot length! was approximately 1.20,
while the difference in volumetric dimension~weight! was
1.72, which is almost exactly the cube of the observed linear
dimorphism~1.73!.

For humans, mean values for theF0 and four formants
agree well with those reported previously for American En-
glish speakers~e.g., Peterson and Barney, 1952; Hillenbrand
et al., 1995; Stevens, 1998!. For example, Stevens~1998!
reported overall means forF1 –F3 of 478, 1485, and 2563
Hz for adult males, and 592, 1755, and 2855 Hz for adult
females, which match very closely the values obtained here.
Means for theF0 and formant frequencies of baboon grunts
also agreed exceptionally well with those reported in the
only previous detailed study of their acoustic structure with
mean values obtained in the two studies differing by only
1%–4%~Owrenet al., 1997!.

In both species, then, males are larger than females in
each body dimension and they produce sounds with a lower
F0 and lower formant frequencies. The acoustic differences
between males and females did not, however, map onto
body-size differences between them in a straightforward
way. In humans, the familiar sexual dimorphism inF0 ~1.81!
greatly exceeded sexual dimorphism in linear~1.10!, areal
~1.20!, and volumetric~1.32! dimensions. The same phenom-
enon was also found in baboons. The degree of sexual di-
morphism in linear~1.20! and volumetric dimensions~1.72!
was higher in baboons than it was in humans, but the degree
of sexual dimorphism in meanF0 in baboons~2.15! was
higher still.

Thus, in both species, the difference in mean voice pitch
between males and females considerably exceeded any dif-
ference in body size between the sexes. In humans, the ex-
treme F0 dimorphism ~1.81! is largely, though not com-
pletely, accounted for by the large dimorphism in vocal-fold
length, which is reported to be 1.50 for the entire fold and
1.60 for the membraneous portion that vibrates~Hirano
et al., 1983; Titze, 1989!. The remaining 20%–30% excess
acoustic dimorphism may be due to an additional sex differ-
ence in vocal-fold thickness, which is reported to be approxi-
mately 1.20–1.35~Hirano et al., 1983!, or due to other dif-
ferences in vocal-fold tissue properties~e.g., density,

structuring!, although Titze~1989! discounts many of these.
Alternatively, it could reflect differences in behavioral con-
trol of normative vocal-fold operation between males and
females. There are no published data on vocal-fold dimen-
sions in baboons that might provide an anatomical account of
the excessF0 dimorphism in this species.

The connection of formant differences between males
and females to body-size differences between them was
equivocal. In both species, mean formant differences be-
tween the sexes were considerably greater than the sex dif-
ference in linear dimensions but smaller than the sex differ-
ence in volumetric dimensions. The formant differences best
matched the sex differences in observed or expected areal
dimensions. The latter outcome might imply that the vocal-
tract cavities of males and females differ consistently not just
in length but also in a second dimension~e.g., width!.

This possibility is plausible for baboons where the lar-
ynx is positioned high in the vocal tract such that the suprala-
ryngeal vocal tract is defined primarily by the oral cavity,
which in turn is determined by the species’ projected face, or
muzzle. The muzzle of adult males is longer than that of
adult females but it is also broader, reflecting the extreme
sexual dimorphism in canine tooth size in this species. This
sex difference in muzzle size could yield vocal-tract cavities
that differ in both length and width between the sexes, al-
though detailed measurements of muzzle and oral cavity di-
mensions would be needed to test this possibility properly.
Furthermore, the match between observed formant dimor-
phism in baboons~1.36! and the expected dimorphism in
areal dimensions in this species~1.44! was not perfect, which
might indicate that two-dimensional differences in the vocal-
tract cavities of males and females are not uniform along the
entire muzzle, perhaps because the muzzle tapers towards the
tip ~which it does!. Alternatively, it could simply mean that
the notion of two-dimensional variation is not relevant at all.
Instead, the excess formant dimorphism beyond what would
be expected based on the difference in linear dimensions
between males and females might be behavioral in origin.

In humans, the average sexual dimorphism in formants
~1.20! exactly matched the sex difference in areal body di-
mensions~1.20!, but it is not so obvious how the vocal-tract
cavities of human males and females might differ consis-
tently in two dimensions to support this outcome~cf. Apostol
et al., 2004!. It is possible that some of the formant differ-
ence between the sexes reflects behavioral effects similar to
those just proposed~Lieberman, 1986!. In fact, there is some
evidence from the speech of children of increased lip protru-
sion in boys compared to girls~Sachset al., 1972; Goldstein,
1980!. However, the sex difference in formants observed in
this study was also very similar to the baseline difference in
vocal-tract length that is reported to characterize adult males
and females, which is estimated at 15%–20%~Fant, 1966;
Goldstein, 1980!. A disproportionate share of this difference
is proposed to lie in the pharyngeal region, with males hav-
ing an oral cavity that is roughly similar in length to that of
females but a pharyngeal cavity that is appreciably longer
~Fant, 1966; Goldstein, 1980; Lieberman, 1986; Fitch and
Giedd, 1999!.

Consistent with the latter proposal, there was consider-
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able variation in the magnitude of formant dimorphism
across different formants and different vowel sounds. This
variation is reported in Table II and illustrated in Fig. 2.
Table II lists mean frequency values ofF1 –F4 for different
vowels produced by males and females and the magnitude of

formant dimorphism in each of them. The latter dimorphism
values for particular formants and particular vowels deviated
considerably from the overall mean formant dimorphism of
1.20, ranging from a low of 1.12 to a high of 1.32. Predict-
ably the variation across different vowels was greater inF1
andF2 than inF3 andF4.

The variation specifically inF1 andF2 is illustrated in
Fig. 2, which plots the mean frequency values ofF1 andF2
for different vowels produced by males and females. The
values for each sex are interconnected to capture the overall
formant space occupied by males and females and to illus-
trate how these spaces are shifted relative to each other along
the F1 –F2 axes.

For only two vowels~/I/ and /U/! and the grunts of ba-
boons did the formant differences between males and fe-
males reflect equal proportional differences inF1 andF2.
For the remaining vowels studied, the sex differences re-
flected disproportionate differences either inF1 ~/[/, /,/,
/L/, /Ç/, /É/!, or in F2 ~/{/, /|/, /./!. This pattern of primarily
non-proportional formant variation between sexes in humans
is what Fant~1966!, termed ‘‘non-uniformF-pattern scal-
ing,’’ and it is consistent with the proposal that the difference
in vocal-tract length between males and females is not
evenly distributed across the vocal tract but rather is concen-
trated more in certain regions, such as the pharynx~see also
Whiteside, 2001!.

III. WITHIN-SEX VARIATION IN BODY SIZE AND
VOICE ACOUSTICS IN HUMANS

To examine whether the variableF0 and formant fre-
quency profiles of adult males and females might track body-
size variation within each sex, we undertook additional
body-size acoustic comparisons within males and females,
respectively.

TABLE II. Means and standard deviations ofF1 –F4 for adult males~M! and females~F! for different vowels from individual words spoken in bVt context,
and the degree of formant dimorphism~F:M! between the sexes for each vowel.

F1 F2 F3 F4

Word M F F:M M F F:M M F F:M M F F:M
Beet 242

@20.1#
290

@38.2#
1.20 2259

@143.6#
2801

@133.3#
1.24 3023

@169.5#
3437

@174.5#
1.14 3630

@206.7#
4261

@208.5#
1.17

Bit 434
@36.2#

530
@70.8#

1.22 1851
@128.8#

2266
@166.0#

1.22 2630
@134.8#

3069
@141.8#

1.17 3586
@198.1#

4226
@276.3#

1.18

Bait 407
@32.1#

456
@33.2#

1.12 2011
@104.7#

2497
@139.0#

1.24 2653
@117.9#

3131
@159.1#

1.18 3539
@141.2#

4170
@249.0#

1.18

Bet 589
@48.3#

754
@54.7#

1.28 1711
@101.0#

2046
@143.4#

1.20 2562
@147.2#

2983
@162.8#

1.16 3602
@194.7#

4238
@280.3#

1.18

Bat 731
@62.5#

951
@73.4#

1.30 1550
@87.2#

1819
@137.1#

1.17 2466
@142.0#

2850
@233.8#

1.16 3541
@205.7#

4215
@281.8#

1.19

Boat 386
@28.3#

459
@39.9#

1.19 859
@70.7#

993
@91.7#

1.16 2438
@159.8#

2848
@198.6#

1.17 3289
@202.0#

3880
@259.0#

1.18

Boot 286
@29.0#

364
@39.3#

1.27 1091
@119.4#

1303
@179.1#

1.19 2251
@134.9#

2729
@148.2#

1.21 3254
@217.3#

3979
@279.8#

1.22

Book 455
@35.5#

550
@74.0#

1.21 1037
@73.6#

1272
@143.3#

1.23 2432
@160.8#

2813
@171.8#

1.16 3353
@205.9#

3915
@217.6#

1.17

Butt 625
@48.9#

822
@68.8#

1.32 1257
@75.2#

1595
@115.2#

1.27 2507
@166.3#

2868
@180.6#

1.14 3505
@210.6#

4116
@220.4#

1.17

The 437
@47.1#

516
@51.1#

1.18 1340
@70.3#

1669
@104.2#

1.25 2486
@135.3#

2897
@132.1#

1.17 3486
@177.5#

4135
@226.6#

1.19

FIG. 2. Comparisons of the formant space occupied by human vowels and
baboon grunts and the extent to which sex differences within each species
reflect disproportionate shifts in eitherF1 or F2. Small black triangles and
gray circles represent the mean frequency values ofF1 andF2 for each of
the ten vowels produced by human males and females, respectively. Solid
lines connect and encircle the vowels for each sex to illustrate their relative
placement inF1 –F2 vowel space. Dashed lines connecting the same vowel
in males and females, and the slope values next to them, indicate the extent
to which the sex difference reflects a disproportionate shift in either
F1 (,1.0), or F2 (.1.0), or a proportional shift in both formants~1.0!.
The larger black triangle and gray circle represent the mean frequency val-
ues ofF1 andF2 for grunts produced by adult male and female baboons.
Because the baboons did not produce the equivalent of different vowels,
shaded circles are used to illustrate the range of variation observed in grunt
formants for each sex.
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A. Methods

Methods for the collection and analysis of body size and
acoustic data were the same as those described previously
except that they were limited to humans for whom we had
matched body size and acoustic data from the same individu-
als.

We used regression analysis to test the extent to which
variation in theF0 and formant frequencies of individual
males and females was associated with variation in three
body-size dimensions~height, weight, and neck circumfer-
ence!. We conducted two related regression analyses, one
using individuals’ mean values for all 23 vowels produced,
and the other using individuals’ means on only the schwa
vowels ~from the three instances of the unstressed word
‘‘ the’’ in the short phrases!.

For the formant frequency component of both analyses,
we first calculated for each vowel the mean frequency differ-
ence between successive formants~i.e., @(F22F1)1(F3
2F2)1(F42F3)#/3). This yields a derived variable sum-
marizing the average spacing between formants. Fitch has
previously labeled this variable ‘‘formant dispersion’’~FD!
and has proposed that it should be an especially good index
of overall vocal tract length and thus also body size~Fitch,
1997, 1999, 2000!. Therefore, in the first set of analyses, we
regressed this variable, in combination withF0 , on subjects’
height, weight, and neck circumference.

We followed this with separate regressions of the com-
bination of F0 and the individual formant frequencies~i.e.,
F1 –F4) on subjects’ height, weight, and neck circumfer-
ence. We undertook this second analysis for two reasons.
First, we wanted to test the extent to which any significant
effects observed for the FD variable might be attributed to
the differential contributions of specific formants. Second,
we were especially concerned to test this because, although
increasingly widely accepted and used in the literature, the
algorithm for calculating FD, as proposed by Fitch, effec-
tively reduces to the frequency difference betweenF4 and
F1. BecauseF1 is also the least variable formant in human
vowels, the resulting FD values are potentially determined
primarily only by F4. Therefore, we ran a second series of
regressions using the individual formant frequencies to be
sure that all four formants were included and equally
weighted in analyses. We also reran all regression analyses
after applying a log transformation to the data as is often
appropriate for tests of allometric relationships. Results us-
ing log-transformed data did not differ from those obtained
using the original~untransformed! data. Therefore, for ease
of presentation and interpretation, we present only the results
based on the original data.

B. Results and discussion

Results of regression analyses are given in Table III. For
females, multiple regressions ofF0 and FD on height,
weight, and neck circumference yielded no significant over-
all effects at an alpha level of 0.01. This was true both for
regressions using subjects’ mean values across all 23 vowel
sounds produced and for regressions using subjects’ mean
values for only the three schwa vowels. Multiple regressions

using F0 and the individual formant frequenices~i.e.,
F1 –F4) also failed to identify any significant effects.

For males, multiple regressions using the combination of
F0 and FD yielded a statistically significant overall effect for
height but not for either weight or neck circumference. This
pattern was the same for regressions using subjects’ means
for all vowels and using their means for only the schwa
vowels. In both vowel-type comparisons, the regression of
acoustic features on subjects’ weights yieldedP values that
might be regarded as approaching significant levels~0.068
and 0.084!. However, in both cases the adjustedR2 values
were low (adj-R250.105 and 0.093, respectively! by com-
parison to the same analyses on height (adj-R250.306 and
0.270, respectively!. In the case of height, the statistically
significant effects observed both for all vowels and for only
the schwa vowels were due to FD but notF0 .

Follow-up regression tests in males using subjects’F0

and the frequencies of each of the first four formants again
yielded a statistically significant overall effect for height but
not either weight or neck circumference in both vowel-type
comparisons. For all vowels combined, the result was attrib-
utable to the effect of onlyF4. For the schwa vowels, the
result was attributable to the effects of theF0 and all four
formant frequencies, with the strongest effect being forF4.

These variable effects across males and females and
within males across the different acoustic features are illus-
trated in Fig. 3, which provides scatterplots comparing the
height of individual males and females to their respectiveF0

and formant frequency values for the case of schwa vowels.
Overall, there were no obvious relationships between

voice acoustics and body size within adult females, whether
height, weight, or neck circumference. In males, the effects
were clear only for height and were strongest for formants,
particularly F4. Effects for males were slightly better for
schwa vowels than for the average of all vowels produced,
although the effects were clear for both. The latter outcome
is not too surprising given that subjects’ formant values av-
eraged across all vowels were very similar to those for their
schwa vowels, suggesting that speakers’ average and neutral
vocal-tract configurations were similar.

IV. GENERAL DISCUSSION AND IMPLICATIONS

A. Relationships between body size, vocal-tract
anatomy, and voice acoustics

Comparisons of body size and voice acoustics in adult
male and female humans and baboons point to significant
deviations from strictly neutral vocal allometry. In both spe-
cies, theF0 difference between males and females exceeded
any measured difference in body size between them. In hu-
mans, much of the excessF0 dimorphism can be traced di-
rectly to a dimorphism in vocal-fold length that itself greatly
exceeds the body size differences between males and females
~Hiranoet al., 1983; Titze, 1989!. The same is probably true
of the excessF0 dimorphism in baboons, although there are
no systematic data on vocal-fold length in this species to
confirm it. It was also the case in humans thatF0 variation
did not track body-size variation within either sex. There was
some indication that it might track height in males, but the

950 J. Acoust. Soc. Am., Vol. 117, No. 2, February 2005 Rendall et al.: Body-size effects on voice acoustics



relationship was weak. Several previous studies have simi-
larly failed to find robust body-size effects forF0 within
sexes both in humans and in some other primate and mam-
mal species~Kunzel, 1989; McComb, 1991; Masataka, 1994;
van Dommelen and Moxness, 1995; Collins, 2000!.

One functional explanation for the mismatch between
F0 and body size in both species follows the body-size ex-
aggeration hypothesis~Morton, 1977; Fitch, 1999, 2000!,
namely that it reflects deceptive use ofF0 to signal a body
size that is larger~or smaller! than reality. It is certainly true
in humans that speakers can dynamically adjust voice pitch
in different circumstances to project an acoustic ‘‘image’’ of
larger or smaller size~or their social correlates, greater or
lesser threat!, sometimes to extreme extents such as when
talking to babies or pets. However, for this to account for the
differences in normative pitch profiles and larynx size be-
tween males and females would require a sustained evolu-
tionary history of successful deception of listeners in spite of
perfectly good visual cues to a speaker’s true size, which
seems unlikely.

Another possibility is thatF0 variation is not about size

per se, but instead reflects physiological dimensions more
closely aligned with sex variation~i.e., relative ‘‘maleness’’
and ‘‘femaleness’’! that are only indirectly related to body
size. It is known that there are androgen receptors in the
larynx of several species including baboons and humans, that
the onset of voice-pitch changes in males during adolescence
parallels the onset of surging testosterone independently of
body growth spurts, and that theF0 of adult males correlates
with salivary testosterone levels~Saez and Martin, 1976;
Aufdemorte et al., 1983; Hollien et al., 1994; Dabbs and
Mallinger, 1999!. Female sex hormones are also known to
influence vocal-fold dynamics in adult women~e.g., Abitbol
et al., 1999!. Taken together, such findings suggest that much
of the F0 variation both between and within sexes might be
tracking ~and signaling! the active products of sexual
physiology—that can vary continuously within as well as
between sexes and that have a role in, but do not strictly
determine, body size.

What is clear is that the growth programs affecting lar-
ynx size~and resultingF0 profiles! are at least partially dis-
sociated from the more general growth programs that affect

TABLE III. Results of multiple regression tests ofF0 and FD ~or F0 and individual formant frequencies,
F1 –F4) on body size dimensions~height, weight, and neck circumference! within ~a! females and~b! males.
Results are presented for analyses using the average of all vowels combined as well as for analyses using the
average of only the schwa vowels.

~a! Females Acoustic featuresa Body size Ad j-R2 F P

F01FD
All vowels Height 0.000 0.45 0.639

Weight 0.031 1.51 0.237
Neck 0.092 2.61 0.090

Schwa vowels Height 0.000 0.71 0.499
Weight 0.053 2.15 0.134
Neck 0.037 1.41 0.259

F01F1 –F4
All vowels Height 0.000 0.80 0.562

Weight 0.017 1.11 0.377
Neck 0.083 1.58 0.199

Schwa vowels Height 0.000 0.81 0.554
Weight 0.036 1.24 0.318
Neck 0.069 1.47 0.231

~b! Males Acoustic featuresa Body size Ad j-R2 F P

F01FD
All vowels FDb Height 0.306 8.28 0.001

Weight 0.105 2.94 0.068
Neck 0.079 2.41 0.106

Schwa vowels FDb

F0
c

Height 0.270 7.11 0.003

Weight 0.093 2.68 0.084
Neck 0.069 2.22 0.126

F01F1 –F4
All vowels F4c Height 0.339 4.38 0.005

Weight 0.161 2.26 0.075
Neck 0.082 1.59 0.196

Schwa vowels F4b

F0 , F1, F2d

F3c

Height 0.510 7.86 0.000

Weight 0.089 1.64 0.182
Neck 0.029 1.20 0.336

aAcoustic features in each significant regression.
bP value,0.01.
cP value,0.10.
dP value,0.05.
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true overall body size in both species. By extension, the hy-
pertrophied larynx and disproportionately deepF0 of human
males compared to females is evidently not uniquely facili-
tated by humans’ descended larynx that positions it outside
the bony constraints of the skull. The same, indeed more
extreme, phenomenon of disproportionately lowF0 was
found in male baboons despite the positioning of their larynx
high in the vocal tract and within the bony confines of the
skull. Thus, it appears that the general capacity for dramatic
laryngeal growth is neither entirely constrained by a location
within the confines of the skull, nor necessarily facilitated
only by descent of the larynx outside the skull boundaries.

In view of past mixed results on the scaling ofF0 with
body size, Fitch~1997! proposed that formants should scale
far more reliably with overall body size than doesF0 . The
argument is that formants reflect the size of a speaker’s
vocal-tract cavities which are constrained by the size and
shape of the surrounding bony anatomy~i.e., skull size and
shape; neck length!, and that these in turn are determined by

general growth processes affecting overall body size. This is
a wholly intuitive proposal for which Fitch has provided
some supporting evidence in humans, in one other species of
monkey, and in domestic dogs where he has reported very
strong correlations~e.g.,r 50.90) between body size~height
or weight! and either voice formants or vocal tract length
measurements obtained from imaging techniques~Fitch,
1997; Fitch and Giedd, 1999; Riede and Fitch, 1999!. How-
ever, in each case, the data were collapsed across both sexes
and all age classes~i.e., lumping together data from infant,
juvenile, adolescent, and adult males and females!, or across
different dog breeds, which artificially inflates the size of the
correlations. As a result, the very high correlation coeffi-
cients obtained seriously overestimated the extent to which
variation in vocal-tract length among subjects was due to
their body-size differencesper seas opposed to their marked
sex and age differences~or breed differences in the case of
dogs!.

Nevertheless, the results of the present study partially

FIG. 3. Scatterplots illustrating the relationship between height and~a! theF0 and~b!–~e! the formant frequencies of schwa vowels produced by human males
~black triangles! and females~gray circles!. In each scatterplot, a regression equation andR2 value is given for separate analyses conducted within each sex
(F5female; M5male). In each scatterplot, a third regression line~dashed!, regression equation, andR2 value is included that reflects a between-sex analysis
~F–M! and illustrates the statistical artifacts that arise when the data are collapsed across males and females. Predictably, the regression slopes are much
steeper and theR2 values are much higher for the between-sex analyses than they are for those conducted within sexes.
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support Fitch’s general proposal, even though the relation-
ships are not as clear as might be expected. In baboons, sex
differences in formants were broadly consistent with body-
size dimorphism: males produced lower formants and were
larger bodied than females. The formant dimorphism also
approximated expected dimorphism in areal dimensions be-
tween the sexes, which is plausible given the sex differences
in both the length and width of the muzzle in baboons, al-
though more detailed data on muzzle dimensions as well as
matched body size and acoustic data on the same individuals
are needed to test this properly.

In humans, sex differences in formants were also
broadly consistent with body-size dimorphism, but the for-
mant differences were substantially greater than would be
expected based on the height difference between males and
females. However, the formant dimorphism did exactly
match the difference in overall vocal-tract length that has
been reported for adult males and females~Fant, 1966; Gold-
stein, 1980!. This outcome tends to confirm the link between
observable formant profiles and vocal-tract dimensions gen-
erally. However, it also confirms that the growth programs
that determine vocal-tract cavity dimensions~as with the lar-
ynx! can be at least partially decoupled from those that de-
termine overall body size. This result may not be too surpris-
ing considering the diversity of pressures that can influence
the growth of various bony structures of the skull and face
impinging on vocal-tract anatomy quite independently of
body size. As a result, it may be fairly common to find only
a rather loose connection between adult vocal-tract dimen-
sions and body sizeper se.

This point is further confirmed by analyses within sexes
in humans, where formant variation was correlated only with
height and only in males and not in females, demonstrating
that, however intuitive they might seem, the relationships
between body size, vocal-tract dimensions, and voice acous-
tics are not obligatory.

The fact that formants did correlate with height in males,
however, provides some support for Fitch’s hypothesis. In-
deed, this asymmetric outcome suggests that males but not
females might be under specific pressure to provide reliable
voice cues to body size. This is certainly consistent with
predictions from evolutionary theory about the particular im-
portance of body size in social and sexual competition for
male as compared to female mammals. It is also consistent
with the finding that the sex difference in pharyngeal cavity
length in humans originates at puberty, with additional pha-
ryngeal extension occurring in males at this stage just when
body size cuing in the service of social and sexual competi-
tion is likely to become especially important~Fitch and
Giedd, 1999; Liebermanet al., 2001!. Of course, it remains
to be established whether the observed formant cues to body
size are actually perceptually salient to listeners as would be
required by the hypothesis. This is an especially important
caveat given that the strongest formant effects obtained here
were for F4, which was the highest formant measured and
therefore necessarily also the weakest and potentially least
salient formant to listeners.

B. Implications for theories of speech origins

These issues also bear centrally on theories of speech
origins. One of the most popular hypotheses here is Lieber-
man’s ~1968, 1984! proposal that human speech and lan-
guage hinge on a descended larynx. Lieberman has argued
that a larynx that lies low in the vocal tract by comparison to
closely related primate species creates a uniquely large pha-
ryngeal cavity which in turn greatly expands the range of
formant contrasts that can be produced and that are so central
to modern language. On this view, the origins of language
can be dated in human prehistory by the appearance of a
descended larynx in the human fossil record. This is a com-
pelling thesis and an exceptionally productive one because it
provides a potential anatomical landmark for recognizing
language behavior in our ancestors which is otherwise diffi-
cult to infer from only fossilized remains.

There have been numerous challenges to the details of
Lieberman’s proposal~e.g., Falk, 1975; Boeet al., 2002!, but
the most global of these has come recently from Fitch
~2000!. Fitch argues that a descended larynx lengthens the
vocal tract, thereby lowering the formant frequencies and
signaling larger body size, with attendant advantages in so-
cial competition. Although a descended larynx could still fa-
cilitate language, through the mechanism proposed by Lie-
berman, Fitch argues that the original pressure driving
laryngeal descent was not actually language but body-size
cuing because formant-related language benefits accrue only
once the larynx is fully descended, and it is highly unlikely
that it descended all at once in a single step. In contrast, the
formant-related body-size-cuing benefits of a descended lar-
ynx accrue throughout the descent process~an important re-
quirement of sustained directional evolutionary change! with
an incrementally lower larynx yielding incrementally lower
formant frequencies which advertise progressively larger
body size. What keeps the system honest throughout the de-
scent process~an additional important requirement of sus-
tained change! is the correlation between voice formants,
vocal-tract length, and actual body size, which at the lower
limits is imposed by the impossibility of additional laryngeal
descent without serious risk of choking.

In short, humans’ descended larynx reflects a history of
sustained selection for reliable body-size cuing, and its de-
scended position was only secondarily co-opted for a lan-
guage function. If true, this would also mean that a de-
scended larynx in the fossil record is no longer a reliable
marker of language ability in prehumans as Lieberman pro-
poses.

Fitch has provided some indirect support for his pro-
posal in the phenomenon of permanent and dramatic tracheal
elongation in certain bird species that are argued to benefit
specifically from body-size exaggeration, and in the dynamic
laryngeal retraction, or descent, that occurs during male vo-
cal courtship displays in some deer species that yields lower
formant frequencies that nevertheless correlate with male
size~Fitch, 1999; Fitch and Reby, 2001; Reby and McComb,
2003!.

Some of our own results for humans showing a correla-
tion between formant frequencies and body size in males are
also consistent with Fitch’s proposal. However, the lack of
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any correlations in human females necessarily weakens it. To
account for this difference between males and females, one
could argue that the relationship between body size and
vocal-tract length also holds for adult females but that it is
not actually manifest in female formant profiles because
women behaviorally modify vocal production in ways that
obscure the correlation to voice formants~cf. Whiteside,
2001!. However, the fact that the average formant profiles
observed for males and females in this study nicely matches
reports of the average difference in vocal-tract length be-
tween them tends to discount this possibility.

Alternatively, one could argue that the relationships be-
tween body size, vocal-tract length, and voice formants used
to hold for females in addition to males, but that the relation-
ships in females broke down at some point in human prehis-
tory when the larynx descended to a point where the addi-
tional choking risk to females exceeded any modest benefits
that they gained through reliable size signaling. Or, it could
perhaps be argued that the body-size advantages never ap-
plied to females but that female laryngeal descent still oc-
curred because it was leashed to laryngeal descent occurring
in males for purposes of body-size cuing. Neither of these
two possibilities is inherently parsimonious, however.

Clearly, there are problems with both general scenarios
for the evolution of human vocal anatomy and resulting
voice acoustics and the particular functional selective pres-
sures that have shaped them. However, their important rami-
fications both for theories of speech origins and for our un-
derstanding of the anatomical bases of variable speech
acoustics and the perceptual processes that must effectively
normalize them make them critical issues to resolve with
future research. In doing this, we will probably need to more
fully integrate a number of additional hypotheses for the evo-
lution of human vocal-tract anatomy, some of which are un-
related to either speech or body-size cuing functionsper se.

For example, Owren~1996! has proposed an ‘‘acoustic
signature’’ hypothesis of human laryngeal descent, according
to which the larynx descended as a part of a compensatory
response to facial foreshortening occuring during human
evolution ~Lieberman, 1998!. This response functioned to
maintain a constant vocal-tract length and thereby preserve
coevolved systems for the production and perception of
formant-related cues to individual and kin identity that are
hypothesized to have been of critical importance to social
communication in our primate ancestors~Rendall, 1996!. Al-
ternatively, Nishimura~2003; Nishimuraet al., 2003! has of-
fered a two-step model of laryngeal descent that gives prior-
ity to the swallowing~deglutition! function of the larynx and
the tightly coordinated hyo-laryngeal dynamics needed to ac-
complish this, an idea that derives additional support from
recent longitudinal data on the trajectory of laryngeal descent
that occurs during early human development which also ap-
pears to be optimized for efficient deglutition rather than
linguistic competence~Liebermanet al., 2001!. Ultimately,
these and other scenarios will need to be thoroughly inte-
grated if we are to arrive at a comprehensive account of the
evolution of human vocal-tract anatomy and voice acoustics
and their ramifications for systems of speech production and
perception.
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A hidden Markov model~HMM ! system is presented for automatically classifying African elephant
vocalizations. The development of the system is motivated by successful models from human
speech analysis and recognition. Classification features include frequency-shifted Mel-frequency
cepstral coefficients~MFCCs! and log energy, spectrally motivated features which are commonly
used in human speech processing. Experiments, including vocalization type classification and
speaker identification, are performed on vocalizations collected from captive elephants in a
naturalistic environment. The system classified vocalizations with accuracies of 94.3% and 82.5%
for type classification and speaker identification classification experiments, respectively.
Classification accuracy, statistical significance tests on the model parameters, and qualitative
analysis support the effectiveness and robustness of this approach for vocalization analysis in
nonhuman species. ©2005 Acoustical Society of America.@DOI: 10.1121/1.1847850#
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I. INTRODUCTION

One major task in bioacoustic research is determining
repertoires for various species and then correlating the dif-
ferent vocalizations with behavior~Berg, 1983; Cleveland
and Snowdon, 1982; Pooleet al., 1988; Sjare and Smith,
1986a, b!. Currently, many features used to determine the
vocalization type are extracted by hand from spectrogram
plots, introducing bias into the feature values. Improved fea-
ture extraction and automatic classification would drastically
decrease the time spent analyzing, classifying, and segment-
ing vocalizations, as well as provide a method for unbiased
feature extraction. In addition, automatic classification sys-
tems can sometimes identify acoustic patterns correlating to
the psychological or physiological state of an animal that are
not obvious from simple spectrogram measures.

In the field of bioacoustics, traditionally, animal vocal-
ization analysis is done using statistical methods such as
multivariate analysis of variance~MANOVA !, discriminant
function analysis, or principal components analysis~PCA!
~Fristrup and Watkins, 1992; Leonget al., 2002; Owren
et al., 1997; Riede and Zuberbu¨hler, 2003; Sjare and Smith,
1986a!. By incorporating these traditional methods with a
classification system such as that presented here, it is pos-
sible to go beyond traditional hypothesis testing and build
systems that will classify unknown vocalizations, find new
types of vocalizations, and measure how the vocalizations
vary within and across classes. One key benefit of this ap-
proach is that automatic classification methods can model
and compensate for temporal variation of vocalization pat-

terns, making better use of timing information than tradi-
tional whole-spectrogram measures.

Previous studies in automatic classification of animal
vocalizations include substantial work in feature identifica-
tion as well as a number of papers on complete classification
systems. Fristrup and Watkins~1992! have created an analy-
sis package, Acoustat, capable of automatically extracting 26
different features including median center frequency, band-
width, and duration. Spectrograms are used to extract the
majority of the features. Chesmore~2001! has implemented a
complete automatic classification system that uses time-
domain-based features and an artificial neural network
~ANN! to classify the vocalizations of various species of
insects. Also using an ANN-based classifier, Campbellet al.
~2002! were able to identify individual sea lions by their
calls with 71% accuracy using spectral value inputs. Other
studies have compared various classification systems’ ability
to detect biological oceanic signals. These classification sys-
tems include ANNs, hidden Markov models~HMMs!, and
linear spectrogram correlator filters~Potteret al., 1994; Mel-
linger and Clark, 1993!. Finally, Anderson~1999! compared
a HMM-based classification system against a dynamic time
warping ~DTW!-based system using a dataset consisting of
two different species of bird song. His conclusion was that
while the DTW system worked better with a small amount of
training data, the HMM system was more robust to noise and
more variable vocalizations.

Since the tasks of speaker identification and vocalization
classification, common in bioacoustic analysis, correspond
directly to common human speech processing tasks, existing
speech processing algorithms can be adapted for application
to animal vocalizations. Speech processing methods are at-
tractive because of the large research effort that has been
devoted to this field over the past 50 years, and because

a!Electronic mail: patrick.clemins@marquette.edu
b!Current affiliation: Department of Natural Resources, Cornell University,

Ithaca, New York 14853.
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current speech systems include robust feature extraction
techniques coupled with optimal statistical classification
models. Justification for the application of speech processing
techniques to bioacoustics is supported by studies that sug-
gest that most mammalian vocal production and reception
systems are extremely similar~Bradbury and Vehrencamp,
1998; Titze, 1994!. Therefore, it is reasonable to envision
that the structure of human speech algorithms could be
adapted to most mammalian species. Current state-of-the-art
human speech systems can achieve classification accuracies
of 92% for speech recognition systems on dictated speech
~Padmanabhan and Picheny, 2002! and 85% for speaker
identification on conversational telephone speech~Reynolds,
2002!, although these accuracies can vary widely due to
background noise characteristics or the number of speakers
enrolled in the system.

While these systems show promise for use in the field of
animal bioacoustics, there are challenges with animal vocal-
izations that include noise and label validity. Noise due to
poor recording environments can greatly decrease classifica-
tion accuracy, especially if the characteristics of the noise
vary across the dataset or within individual recordings. Label
validity relates to the accuracy and consistency of expert
vocalization annotations. When identifying individual ani-
mals, it can sometimes be difficult to tell which member of a
group is vocalizing even with visual inspection, and when
annotating behavior or intended meaning, the animals’ be-
havioral cues are often ambiguous.

African elephants~Loxodonta africana! have been ex-
tensively studied by researchers for several decades. There is

a wealth of information on social dynamics, reproductive
strategies, and modalities of communication that provides us
with a detailed understanding of the behavioral ecology of
this species in the wild. The vocalizations of the African
elephant have been categorized using various schemes~Berg,
1983; Leonget al., 2002; Pooleet al., 1988!. Based on the
assessment of spectrograms coupled with behavioral analy-
sis, these studies have found that there are about ten different
basic vocalization classes, including the rumble, rev, croak,
snort, and trumpet. Many of these classes likely include sub-
types. Example spectrograms of a few of these vocalization
classes are shown in Fig. 1. The rumble, with much of its
energy concentrated in the infrasound range as low as 12 Hz,
is the most common vocalization~Leong et al., 2002!. The
rumble is used to communicate between groups and within
each family group. Playback studies have shown that the
lower frequency characteristics of the rumble allow it to be
used to communicate over long distances~Pooleet al., 1988;
Langbaueret al., 1991!, and this function is often empha-
sized in discussions of this type of vocalization. Less com-
mon than the rumble are the rev, usually emitted when the
elephant is startled and often followed by a rumble, and the
croak, usually occurring in groups of two or three and com-
monly associated with the elephant sucking either water or
air into the trunk~Leong et al., 2002!. Other vocalization
classes include the snort, a higher frequency vocalization
most generally used as a low-excitement greeting or request
for contact, and the trumpet, produced when the elephant is
excited~Berg, 1983; Leonget al., 2002; Pooleet al., 1988!.
In addition, there are a few vocalization types that have been

FIG. 1. Spectrograms of various types of elephant vocalizations.~a! Croak.~b! Rev from 1 to 1.5 s, then rumble.~c! Trumpet.~d! Snort.
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observed, but are not used in the present study, including the
cry, growl, roar, and bark~Berg, 1983!.

This study documents a system, modeled after human
speech recognition algorithms, for automatic feature extrac-
tion and classification of elephant vocalizations by type and
speaker. This system is effective and robust in classifying
elephant vocalizations and has implications as a technique to
improve and broaden analysis of bioacoustic data.

II. DATA

A. Subjects

The subjects for this study are one male~18 years of
age! and six adult nulliparous female~age range 19–30
years! African elephants housed at Disney’s Animal King-
dom™, Lake Buena Vista, FL. These elephants are part of a
long-term study of elephant communication that incorporates
behavioral, hormonal, and vocal data to provide a detailed
investigation on the behavioral and reproductive strategies of
African elephants. Detailed information on the results of
these studies can be found in Leonget al. ~2002, 2003!.

B. Data collection

For a detailed description of the methods used to record
elephant vocalizations, see Leonget al. ~2002, 2003!. In
brief, each elephant was fitted with a custom-designed collar
that contained a microphone and a RF transmitter. Collars
were designed, built, and packaged by Walt Disney World
Co. Instrumentation Support Division of Ride and Show En-
gineering. Each collar transmitted to a separate channel of a
TASCAM DA-38 8-channel DAT recorder~TEAC America
Inc., Montebello, CA! and recorded on separated tracks of a
SONY DARS-60MP Digital Audio Tape. The vocalizations
were manually extracted from the DAT, passed through an
antialiasing filter, and stored on a computer at a sampling
rate of 7518 Hz.

The vocalizations are extracted off the DAT tapes using
Real-Time Spectrogram~RTS! software~version 2.0! by En-
gineering Design, Belmont, MA. All vocalizations visually
or acoustically identified were saved as individual files. For
these experiments, a number of the clearer vocalizations
were selected at random using signal-to-noise ratio and the
lack of interference for the duration of the vocalization as the
main criteria.

III. METHODS

A. Feature extraction

Features were extracted from the vocalizations using a
moving Hamming window in a similar manner as in Clemins
and Johnson~2003!. Window sizes of 30 ms are typical for
human speech, based on tradeoffs between frequency resolu-
tion and signal stationarity. Since African elephant vocaliza-
tions have a fundamental frequency range of 7 to 200 Hz
~Langbauer, 2000!, much lower than human speech, the win-
dow size was increased to 60 ms for the call classification
experiment. A window size of 300 ms was used for the
speaker identification experiment because only rumbles, the
lowest frequency vocalizations, were used in this experi-

ment. In all experiments, the frame rate was one-third the
window size, so that consecutive windows overlap by two-
thirds. This overlapping allowed improved temporal resolu-
tion for time alignment while still maintaining sufficient fre-
quency resolution for spectral analysis.

Twelve Mel-frequency cepstral coefficients~MFCCs!
plus log-energy were extracted from each moving window.
Cepstral coefficients~Davis and Mermelstein, 1980! are ex-
tremely common spectral features in human speech process-
ing and have a number of beneficial characteristics. These
include the ability to capture vocal tract resonances but ex-
clude excitation patterns, the usage of Euclidian distance be-
tween sets of coefficients which directly relates to log-
spectral distances, and the tendency for coefficients to be
largely uncorrelated which makes them well suited for sta-
tistical pattern recognition models. The signal processing ba-
sis for the cepstral representation is based on the source-filter
model of human speech, which also has been used recently
to describe the vocal production systems of many different
animal species~Fitch, 2003!. As shown in the block diagram
of Fig. 2, MFCCs were derived by first computing the fast
Fourier transform~FFT! of each window. Following this, the
frequency axis was warped to the Mel-scale by multiplying
the spectrum with a series of Mel-spaced triangular filters.
The use of a Mel-spaced frequency scale is supported by
evidence that elephants, like humans, perceive frequencies
on a logarithmic scale~Heffner and Heffner, 1982; Be´késy,
1960!. The energy from the frequency band filters was then
used as input to a discrete cosine transform, whose output
provides cepstral coefficients.

The Mel-frequency filter bank was adjusted to the range
10 to 2000 Hz for the call classification experiment and 10 to
150 Hz for the speaker identification experiment in order to
focus on the part of the spectrum used by elephants in the

FIG. 2. Feature extraction process. A window of the vocalization waveform
is manipulated to generate a number~12 in this set of experiments! of
Mel-frequency cepstral coefficients.
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types of calls tested~Langbauer, 2000!. A plot of the Mel-
frequency filter bank is shown in Fig. 3. Since the signal was
recorded at 7518 Hz and the desired filter bank range was
only 10 to 150 Hz, the signal was zero padded to four times
its original length before calculating the FFT in order to
smooth the frequency spectrum.

B. Model parameters

A hidden Markov model~HMM ! was used to model
each of the different speakers or vocalization types. A HMM
is a statistical state machine model, where states represent
stationary spectral configurations and transitions between
states represent spectral transition~Rabiner and Jaung,
1986!. A diagram of a HMM is in Fig. 4. When modeling
time series, the states of the HMM are linearly connected
with state transitions from left to right, essentially represent-
ing time. A HMM is described by its transitions, the prob-
abilities of transitioning from one state to the next, and its
state distributions, the probabilities of a particular feature
observation occurring while in that state. Each state’s obser-
vation probability was represented by a multivariate Gauss-
ian distribution. The task of a HMM is essentially to map a
sequence of observations, here the sequence of MFCC fea-
tures throughout a vocalization, onto a sequence of states,
and determine the likelihood that the observations could
have been generated by that model. To implement a classifi-

cation task, multiple HMMs are trained, one for each class,
and observation examples are classified according to the
model yielding the highest likelihood.

HMMs are used in nearly all state-of-the-art speech rec-
ognition systems. They were a good choice for this task since
they can model both the temporal and spectral differences
between similar vocalizations. HMMs have the ability to per-
form nonlinear temporal alignment during the recognition
and training process for vocalizations that may be similar but
have different durations. Another reason for using HMMs is
that because of their statistical basis, other statistical infor-
mation, such as grammar models, can be easily incorporated.
The programming toolkit used here for model implementa-
tion is HTK 3.1.1 from Cambridge University~2002!. HTK
provides a robust set of tools to implement HMM models,
including the Baum-Welch Expectation Maximization algo-
rithm ~Baumet al., 1970; Moon, 1996! for training and the
Viterbi algorithm ~Forney, 1973! for classifying new vocal-
izations. For these experiments, we used a three-state left-to-
right HMM. A silence model was also trained and included
before and after each vocalization model to account for vary-
ing amounts of leading and trailing silence regions.

IV. RESULTS

A. Vocalization type classification

The vocalization type classification experiment is analo-
gous to an isolated-word speech recognition experiment.
Five different African elephant vocalization types were clas-
sified in this experiment, using a total of 74 calls from six
different animals. The goal of this experiment was to com-
pare how well the HMM system outlined above performs on
a classification task that can be easily done by human ex-
perts. Using the methodology outlined in the previous sec-
tion, one HMM was trained for each vocalization type. To
maximize training set size given the limited number of ex-
amples, leave-one-out cross validation was used for testing,
so that each example was tested using models trained on all
examples other than itself. The distribution of the data across
speakers and vocalization types is shown in Fig. 5.

The confusion matrix for this experiment is shown in
Fig. 6. The overall classification accuracy is 79.7%. As can
be seen, rumbles were classified most accurately at 90.9%
while croaks are classified with the least accuracy at 70.6%.

FIG. 4. A hidden Markov model~HMM !. Each state of the HMM corresponds to the spectral characteristics of the animal vocalization as they vary in time.
These characteristics are modeled by a multivariate Gaussian in each state.

FIG. 3. Mel-frequency filterbanks. This plot shows 26 filter banks spaced
between 10 and 2000 Hz using Mel-frequency spacing.
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One possible hypothesis for this is that rumbles are the long-
est vocalization type and therefore have more data windows
on which to base a classification decision. Conversely, the
snort is one of the shortest vocalizations and, thus, has less
data with which to make a decision. It should also be noted
that the rumbles are mainly from one speaker while the
snorts are more evenly distributed across the speakers. This
could also account for the discrepancy in classification accu-
racy between these two vocalization types.

This experiment was also run taking out vocalizations
with poor quantization or poor signal to noise characteristics.
All vocalizations were amplitude scaled to normalize their
power; however, for this portion of the experiment, those
vocalizations with a scale factor larger than 1100 were not
included because of the poor quantization of the signal over
the full range of possible values. A metric related to the
signal to noise ratio, which we call the signal-to-noise char-
acteristic~SNC!, was calculated for each vocalization using
the following formula:

SNC5
FrameEnergymax

FrameEnergyave
. ~1!

Those vocalizations with a SNC of less than 5.0 were not
used in this portion of the experiment. The distribution of the
clean vocalizations across speakers and vocalization type is
shown in Fig. 5. Notice that croaks are more evenly distrib-
uted in the clean dataset as compared to the entire dataset.
The classification matrix of the vocalization type classifica-
tion experiment with poor quality vocalizations removed is
shown in Fig. 6. Note that the classification accuracy of the
system improved from 79.7% to 94.3% when only the 35
highest quality vocalizations are used.

In order to visualize the differences captured in each
trained HMM, a 15-state HMM was trained for each class
using 26 filter bank energies as features. Using these filter
bank energies and the 15 temporal states, a spectrogram can
be plotted which represents the ‘‘maximum likelihood spec-
trogram’’ for that vocalization. The maximum likelihood
spectrogram for each of the vocalizations is shown in Fig. 7.
The blockiness of the plots is a result of relatively low data
resolution~15 states horizontally versus 26 filterbanks verti-
cally!. The larger low-frequency content of the rumble is
evident from the spectrograms as well as the noisy nature of
the croak whose spectrogram shows very little structure. The
short duration of the snort and rev are also captured in these
spectrograms.

While accuracy results demonstrate the ability of the
learned models to generalize with respect to unseen test data,
they do not provide a statistical measure of the difference
between the classes. To test the statistical significance of
these differences, a multivariate analysis of variance
~MANOVA ! test was performed on the 12 MFCC coeffi-
cients and log energy measure extracted from each frame of
the vocalizations. The HMM state of each 13-parameter data
vector was determined by a forced Viterbi alignment using
trained HMM models for each vocalization class. In order to
show that each state of the trained HMMs is statistically
different, both the state and vocalization class were used as
independent variables. The result of the MANOVA test using
Wilk’s L statistic was that the five HMMs represent statisti-

FIG. 6. Confusion matrices for vocalization type experiments. Left: Confusion matrix over all vocalizations in dataset. Accuracy: 59/74579.73%. Right:
Confusion matrix over clean vocalizations in dataset. Accuracy: 33/35594.29%.

FIG. 5. Distribution of the vocalizations by type and speaker for the vocal-
ization type experiments. The first number in each cell is the number of calls
in the complete dataset. The second number in each cell is the number of
calls in the clean dataset.
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cally different vocalizations (F104,94835150.8,P,0.001). A
second MANOVA analysis was performed disregarding the
state information and, therefore, with only one independent
variable, vocalization class. This is equivalent to assuming
that each class can be represented by a single state HMM.
Using Wilk’s L statistic, each single-state HMM represents
statistically different vocalizations (F52,94835342.5,P
,0.001).

B. Speaker identification

Speaker identification was performed on data collected
in two separate social contexts. The first social context is
where the single male was separate from the six females. The
second social context is with the male and four of the fe-
males grouped together. All vocalizations in the speaker
identification data set are rumbles, making it similar to a
text-dependent task for human speech. This experiment was
proposed to test the hypothesis that, like humans, each el-
ephant has slightly different vocal characteristics that are
consistent for certain vocalization types.

The classification matrix for this experiment is shown in
Fig. 8. Again, leave-one-out cross validation was used to
obtain the confusion matrices. The classification accuracy
over the six different elephants was 82.5%. Some individuals
were easier to distinguish than others, with accuracies rang-
ing from a low of 75% to a high of 95%, implying that the
degree of similarity between the elephants varies somewhat.

This theory is supported by the plot of the maximum
likelihood spectrograms for each elephant in Fig. 9. Thandi
and Fiki share similar characteristics such as a rather weak

fundamental frequency contour and the upper harmonic en-
ergy peak coming at the peak of the fundamental frequency
contour. The spectrograms for Robin and Bala are also simi-
lar. Both spectrograms show a medium strength fundamental
frequency contour and the peak in upper harmonic strength
comes after the peak of the fundamental frequency contour.

When the vocalizations are separated by social context,
recognition accuracies are comparable: 86.9% for vocaliza-
tions made while the male was separate from the females and
79.6% for vocalizations made while the male and four fe-
males were together. The similar accuracy numbers across
social contexts would support a theory that the elephants do

FIG. 7. Maximum likelihood spectrograms for vocalization type experi-
ments. The plots show 26 filterbank energies on the vertical axis across 15
states of a trained HMM on the horizontal axis and graphically represent the
HMM for each type of vocalization. From top to bottom: croak, rumble, rev,
snort, trumpet.

FIG. 8. Confusion matrix for speaker identification experiment. Accuracy:
118/143582.52%.

FIG. 9. Maximum likelihood spectrograms for speaker identification experi-
ment. The plots show 26 filterbank energies on the vertical axis across 15
states of a trained HMM on the horizontal axis and graphically represent the
HMM for each speaker. From top to bottom: Bala, Fiki, Mackie, Moyo,
Robin, Thandi.
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not vary their vocalizations significantly while in different
social contexts and that the elephants do not use different
vocalizations for varying audiences.

The MANOVA test using Wilk’sL statistic over state
and vocalization class showed that each model state repre-
sents statistically different vocalizations (F130,13396

566.28,P,0.001). A MANOVA test using Wilk’sL statis-
tic without state information also showed that the HMMs
represent statistically different vocalizations (F65,13396

5115.7,P,0.001).
Our hypothesis is supported by the performance of the

classifier as well as by the MANOVA test showing that the
models that represent each elephant are different with a high
level of statistical significance. In addition, playback experi-
ments demonstrated that elephants can distinguish vocaliza-
tions of familiar and nonfamiliar individuals and predicted
that the elephants would have to be familiar with the voices
of at least 100 adult females to make the observed discrimi-
nations~McCombet al., 2000!. One reason for the difference
between animals could be the vocal tract structure. Although
they are functionally identical, individual differences such as
length of the vocal tract and shape of the nasal cavity affect
the elephant’s vocalizations in a consistent way. Another rea-
son for the difference could be a factor that resembles human
dialects or accents. Dialects have been found in various spe-
cies~Dayton, 1990; Santivo, 2000!, and, given that the origin
of the elephants in this study is varied, the individuals could
have developed accents that are present in a certain geo-
graphic region or among a specific family group.

V. CONCLUSIONS

This paper has explored the application of speech pro-
cessing techniques to African elephant vocalizations. Using
typical speech processing features and models, African el-
ephant vocalization types were classified with an accuracy of
79.7% ~94.3% when poorly quantized and poor SNR ex-
amples are removed! and speaker identification resulted in an
accuracy of 88.1%. MANOVA tests on both experiments
showed that the trained models for each class represent sig-
nificantly different vocalizations.

There are a number of factors that affect the classifica-
tion accuracies. The primary factor is the quality of the vo-
calizations, as is clearly seen in the call-type experiments
where removing poor examples reduced error by 73% rela-
tive to including all vocalizations. In many bioacoustic stud-
ies, the vocalizations are categorized by human experts into
groups of varying quality. Then, only the top few categories
are used in the analysis. In this study, the lowest quality
vocalizations were discarded by experts and a fully auto-
mated evaluation mechanism was used to further filter out all
but the highest-quality vocalizations.

Another factor that could reduce classification accura-
cies is the use of suboptimal features to quantify the vocal-
izations. The features used in these experiments are common
to speech processing and are based on human speech produc-
tion and perception mechanisms. Researchers studying ani-
mal communication typically use different features than re-
searchers studying human speech to analyze vocalizations.
Features derived from spectrograms such as fundamental fre-

quency and bandwidth are typically combined with time-
domain features such as duration to generate a complete fea-
ture set. These features are also generally calculated over the
entire vocalization instead of on a frame-by-frame basis. The
incorporation of more long-term features and more detailed
harmonic information is likely to improve the accuracy of
the classifier, leading to a continued need to develop auto-
mated feature extraction methods for such measures.

Additionally, the validity of the data labels affects clas-
sification accuracy. It is well known that elephants use the
same general class of vocalization to express different things
~Berg, 1983; Pooleet al., 1988!, as do many other species.
For example, rumbles are used to maintain contact with other
elephants and to signal that it is time for the herd to move. In
addition, numerous other subtypes of rumbles based on be-
havior have been described~Poole, 2003!. Although it is pos-
sible that one vocalization is used for all purposes, the varia-
tions in spectrogram features indicate that it is likely that the
elephants use specific features of the rumbles as well as con-
textual and visual information sources to discern these dif-
ferent meanings. Thus, labeling rumbles by behavioral con-
text may reveal acoustically distinct subtypes of rumbles,
independent of caller identity. The challenge with this ap-
proach is determining which behavioral context to assign to
which vocalization, as one vocalization often occurs in con-
junction with a variety of behavioral events.

These experiments, particularly the call type classifica-
tion experiment, show that this classification system is robust
to noisy conditions. In the call type classification experiment,
the system’s robustness to noise was shown through a rea-
sonable degradation of classification accuracy when noisy
vocalizations were included in the dataset. If the system was
not noise robust, the classification accuracy would have
dropped off much more significantly when the nosier vocal-
izations were included in the dataset. The ability to achieve
classification accuracies near 80% in both experiments using
relatively noisy vocalizations also shows the robustness of
the system. It is important to know that the noise-resilient
features along with the statistical-based HMM both contrib-
ute to this robustness.

The methods presented here are applicable to a wide
variety of species. Each animal has different vocal character-
istics that make their vocalizations challenging to analyze;
however, many of these different characteristics are similar
in nature. Each species’ sensitivity to different ranges of the
frequency spectrum can be modeled by adjusting the filter-
banks used to derive the MFCCs. Differences in structural
complexity of the vocalizations can be modeled by varying
the HMM topology or adding language models to represent
these characteristics.

Speech systems provide an adaptable standard frame-
work for many bioacoustic tasks and applications. Applying
these systems in bioacoustics research allows us to effec-
tively analyze animal vocalizations and has the potential to
reveal more complex vocalization schemes than previously
imagined such as complex interactions between harmonics
and grammatical structure between syllables with the addi-
tion of a statistical language model. Continuing work in this
area includes incorporation of additional features related to
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fundamental frequency and harmonic measures, integrating
features at multiple temporal scales, and developing general
perceptual-based features that can be easily adapted for dif-
ferent species.
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The ability to enhance specific molecular markers of pathology with ultrasound has been previously
demonstrated by our group employing a nanoparticle contrast agent@Lanzaet al., Invest. Radiol.35,
227–234~2000!; Ultrasound Med. Biol.23, 863–870~1997!#. One of the advantages of this agent
is very low echogenicity in the blood pool that allows increased contrast between the blood pool and
the bound, site-targeted agent. We measured acoustic backscatter and attenuation coefficient as a
function of the contrast agent concentration, ambient pressure, peak acoustic pressure, and as an
effect of duty cycle and wave form shape. Measurements were performed while the nanoparticles
were suspended in either whole porcine blood or plasma. The nanoparticles were only detectable
when insonified within plasma devoid of red blood cells and were shown to exhibit backscatter
levels more than 30 dB below the backscatter from whole blood. Attenuation of nanoparticles in
whole porcine blood was not measurably different from that of whole blood alone over a range of
concentrations up to eight times the maximumin vivodose. The resulting data provide upper bounds
on blood pool attenuation coefficient and backscatter and will be needed to more precisely define
levels of molecular contrast enhancement that may be obtained in vivo. ©2004 Acoustical Society
of America. @DOI: 10.1121/1.1810251#

PACS numbers: 43.80.Qf, 43.35.Bf@FD# Pages: 964–972

I. INTRODUCTION

Molecular imaging promises to extend diagnostic imag-
ing from identification of functional and morphological
changes associated with pathology to the direct visualization
of the biochemical disease process. To accomplish this goal,
molecular imaging employs the use of specially designed
contrast agents. These agents are formulated to provide con-
trast in the imaging modality by specifically binding to pro-
teins expressed in the diseased tissue. By targeting specific
markers of pathology, a physician may diagnose disease in
its early phases and design a concomitant treatment.

In the field of ultrasonic site-targeted contrast imaging,
there exist several likely candidates for contrast particles.1–4

In particular, two distinct types of particles have been ex-
plored extensively in the last decade: microbubbles and liq-
uid nanoparticles. Despite their different physical mecha-
nisms of ultrasonic enhancement, they both share some of
the same challenges in becoming viable and useful targeted
contrast agents. Common properties of a successful contrast
agent include longevity within the bloodstream, low toxicity,
high signal to background enhancement, and high specificity
for the targeted disease process. In some applications, such
as detection of tumor angiogenesis, ability to easily penetrate
neovasculature is also a desirable property. Nanoparticles

may enjoy a slight advantage in this application due to their
smaller size. The size of the particle is also closely linked
with the longevity in the blood pool before being filtered by
the liver or other clearance organs, and therefore the smaller
agents have increased likelihood of binding to the target.

High signal to background enhancement requires the
ability to detect the presence of contrast when bound to the
target and to differentiate it from surrounding unbound, cir-
culating contrast agent. The current study examines the ca-
pability to differentiate liquid, perfluorocarbon nanoparticle
contrast agents when bound from unbound. Previous studies
from our laboratory have shown that these nanoparticles can
be targeted to tissue factor expressed in injured carotid arter-
ies, fibrin strands within non-echogenic plasma clots, and
avb3 integrin expression in neovasculature surrounding a
growing tumor.2,5–7One of the striking features of this agent
is that at typicalin vivo concentrations, the nanoparticles are
not detectable in the blood stream with clinical ultrasound
imagers, but only acoustically enhance a targeted substrate
when they accumulate in sufficient quantity.

The rationale for this study derives from the need to
differentiate the physical behavior of these liquid perfluoro-
carbon nanoparticles from that of the commonly used gas-
eous microparticles that are comprised of a much lower boil-
ing point perfluorocarbon.4,8 In addition, similar agents have
been posited to be a candidate for targeting in the liquid
phase, and then converted to the gas phase with energy de-a!Electronic mail: msh@cvu.wustl
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posited by high intensity ultrasound for imaging purposes.
Accordingly, the primary goal of this study was to per-

form high-precisionin vitro measurements of these param-
eters to determine the ultrasonic backscatter from nanopar-
ticles in suspension at concentrations that occurin vivo. By
characterizing the agents’ backscatter relative to that from
blood, futurein vivo studies can be assured that any increase
in backscatter associated with targeted tissue that occurs after
delivery of the contrast agent is due solely to bound contrast.

A secondary goal of this study was to evaluate the sta-
bility of the nanoparticle emulsion in high intensity ultra-
sonic fields. This was accomplished by demonstrating that
the primary mode of backscatter from the liquid nanopar-
ticles was due to simple linear backscatter from a liquid
sphere and not from more esoteric processes such as phase
conversion of the perfluorocarbon liquid inside the nanopar-
ticles.

II. METHODS

A. Formulations and experimental conditions
investigated

The nanoparticles used in our study are spherical as
shown in Fig. 1. They contain a perfluorocarbon core@per-
fluorooctyl bromide~PFOB! is shown in the figure although
other perfluorocarbons~PFCs! having relatively high boiling
points have also been investigated# stabilized by a lipid
monolayer. This is a well-known structure for
perfluorocarbon-lipid emulsions9,10 ~Figs. 1 and 3a of Ref. 9
and Figs. 23.17 and 23.18a of Ref. 10!.

Two different formulations of emulsion were used in our
investigations. The emulsion was produced by incorporating
biotinylated phosphatidylethanolamine into the emulsion’s
outer lipid monolayer. Briefly, the emulsion comprised per-
fluorocarbon@~PFOB!: boiling point of 142 °C, either 40%
vol/vol or 20%vol/vol#, safflower oil ~2.0%, wt/vol!, a sur-
factant comixture~2.0%, wt/vol!, and glycerin~1.7%, wt/
vol!. The surfactant comixture included 70 mol % lecithin

~Pharmacia Inc!, 28 mol % cholesterol~Sigma Chemical
Co.!, and 2 mol % N-~6-~biotinoyl!amino!hexanoyl!-
dipalmitoyl-L-alpha-phosphatidylethanolamine ~Pierce!,
which were dissolved in chloroform, evaporated under re-
duced pressure, dried in a vacuum oven overnight at 50 °C,
and dispersed into water by sonication. The suspension was
transferred into a blender cup~Dynamics Corp of America!
with perfluorocarbon, safflower oil, and distilled, de-ionized
water and emulsified for 30–60 s. The emulsified mixture
was transferred to an emulsifier~Microfluidics S110! and
continuously processed at 20 000 psi for 3 min. The com-
pleted emulsion was placed in stoppered, crimp sealed vials
and blanketed with nitrogen until use. Particle sizes were
determined in triplicate at 37 °C with a laser-light-scatter,
submicron-particle-size analyzer~Zetasizer 4, Malvern In-
struments Inc., Southborough, MA!. Particle size was mea-
sured at 200630 and 250630 nm, respectively.

The attenuation coefficient and backscatter of the agent
were measured in either:~1! whole porcine blood~hct 40%!;
~2! porcine plasma maintained at 37 °C; or~3! in saline
maintained at 27, 37, or 47 °C, which were chosen to span
the possible range of temperatures used in either hyper- or
hypothermia.~Saline was degassed prior to use by heating it
to 47 °C for at least 1 h prior to use.! In addition, for the
saline-based measurements, ambient pressures were varied
from 250 to 1200 mm Hg in 50 mm Hg steps.

For purposes of comparison we also measured the at-
tenuation of the microbubble-based agent Optison as part of
our investigation. Since the behavior of this agent is well
known, these measurements provide validation of our mate-
rial handling and data analysis techniques as well as the
acoustic hardware component of our apparatus.11–13

Specimens were insonified using either a broadband
high power PZT single element transducer~5 MHz, 2.54 cm
diameter, 5.08 cm focal length!, or a lower power PVDF
single element transducer~1.02 cm diameter, 7.08 cm focal
length! optimized to provide broadband measurements13

~Fig. 4!. Together, these enabled measurements to be made
using acoustic pulses with usable bandwidth of 1.5–10 MHz,
a repetition rate of 1 kHz, and peak negative pressures of 0.8,
1.5, 2.7, and 3.9 MPa~equivalent to M.I. of: 0.36, 0.67, 1.2,
and 1.7! to measure attenuation coefficient and backscatter of
nanoparticles at concentrations ranging from 0.16 to 2.5
31012particles/mL while suspended in either whole porcine
blood or porcine plasma, or saline.

B. Broadband attenuation measurements

Several different electronic pulser/receiver systems were
used to acquire the data described in this paper. The first
system was a through-transmission system optimized to pro-
duce the broadest possible bandwidth measurement of at-
tenuation using single-element PVDF transducers. The ben-
efits of using broadband single transducer system have been
elucidated in previous studies.11 Two different electronic set-
ups were used to drive the transducer and are shown in
Fig. 2.

In the first setup the PVDF transducer was excited using
a dc voltage step. The pulser system was composed of a
function generator~model 8116A, Hewlett Packard, Palo

FIG. 1. ~a! The architecture of the nanoparticle showing the thin stabilizing
lipid layer surrounding the perfluorocarbon interior.~b! An electron micro-
graph showing nanoparticles attached to fibrin strands surrounding a red
blood cell. The nanoparticles are spherical as indicated in~a!.
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Alto, CA!, a high voltage power supply~model PS310, Stan-
ford Research Systems, Inc., Sunnyvale, CA!, and a power
MOSFET switch ~model GRX-1.5K-E, Directed Energy,
Inc., Ft. Collins, CO!. This system produced square pulse
trains whose duty cycle and amplitude could be precisely
controlled. For the measurements described in Figs. 4 and 6,
the transducer was excited on the downward sloping edge of
a square pulse~1 kHz pulse repetition frequency!, which
yielded a broadband~0.8–16 MHz at—20 dB level! ultra-
sonic pulse. The subsequent upward sloping edge of the ex-
citing square pulse occurred 40ms later. The chamber’s ap-
parent back wall echo occurred less than 5ms after the front
wall echo, so that effects of the second excitation occurred
significantly later, and were excluded from acquisition~this
was verified by testing separations of different lengths; 40ms
was chosen because it was twice the apparent ‘‘safe’’ sepa-
ration distance!. A diplexer ~model RDX2, Ritec Inc., War-
wick, RI! was placed in line between the pulser and trans-
ducer for impedance matching and to protect the receiver
input from the high-voltage electronic excitation pulse. A
digital delay generator~model DG535, Stanford Research
Systems, Sunnyvale, CA! with maximum jitter of 50 ps was
used to trigger the digitizer to start acquiring the wave form
after a delay relative to the initial excitation of the trans-
ducer; this delay corresponded to the ultrasonic travel time
for a backscattered echo to be received by the transducer.

The radio-frequency wave form was sampled at 250 me-
gasamples per second by an 8 bit digitizer~Compuscope
2125, Gage Applied Sciences Inc., Montreal, Canada!. Five
rf traces~each 2048 points long! were acquired by averaging
1000 single-shot rf traces at each concentration of contrast
agent in the chamber. This acquisition rate was selected
based on the approximate mixing frequency of the paddle
~Fig. 2!, so that each trace was acquired from a different
independent spatial distribution of the scatterers. A PC~2.3
GHz Pentium 4! was used to control acquisition and to store
data to disk.

A reference trace was acquired in the same fashion as
for the sample traces, using a specimen chamber filled only
with Isoton, to correct for reflection at the water/chamber
interfaces. Immediately after each data run, the sample path

length was determined ultrasonically by measuring the time
interval between the through-transmitted signal and the sig-
nal from the first round-trip reverberation. The thickness de-
termined in this manner varied between 0.23 and 0.30 cm for
the measurements in this study.

The specimen chamber used for this series of measure-
ments is shown in the panel inset of Fig. 2. In all cases the
sample chamber was tilted at 10° relative to the insonifying
transducer to reduce front wall ringdown and was positioned
so that its front surface was at the focal distance of the trans-
ducer. The suspension was mixed continuously during the
course of each of these measurements by a thin plastic rod
connected to a pressure sealed handle. The chamber has four
ports on its top, which may be sealed or connected via flex-
ible plastic tubing to various fixtures for measurement and
control of ambient pressure. These fixtures permitted ambi-
ent pressure to be maintained at constant levels ranging be-
tween250 and 200 mm Hg during acoustic data acquisition.

Measurements of the attenuation coefficient were also
performed by insonifying the suspensions with the wave
form shown in Fig. 5, which is composed of two high-power
unipolar pulses preceded by five cycles of a 1 MHz sine
wave of the same amplitude, emitted at a high repetition
frequency~5 kHz!. This wave form was chosen using two
criteria. The first part matches closely the transmitted wave
form of a medical imaging system in pulsed Doppler mode.
The second part was chosen for the reasons: above-described
unipolar pulses are typically broader band than bipolar wave
forms and hence have a greater chance of detecting
microbubble-like features in the resulting backscatter or at-
tenuation curves.

C. Backscatter measurements

The electronics used to perform backscatter measure-
ments are shown in Fig. 3. The transducer shown in the
figure is a large diameter~2.54 cm diameter!, highly focused
~5.05 cm F.L., 5.0 MHz C.F.! PZT transducer; these param-
eters were chosen to obtain increased sensitivity within the
focal zone and to reduce sensitivity to ringdown from front
and back chamber walls. The driving electronics employ a

FIG. 2. The experimental apparatus
used to test the hypothesis that mi-
crobubble formation might be the ba-
sis for in vivo backscatter. Configura-
tion A was used to generate pure
unipolar pulses using step function ex-
citation of the transducer. Configura-
tion B was used instead of A to gener-
ate the pulse shown in Fig. 5: a
Doppler-like heating pulse preceding
two unipolar pulses. Inset: the speci-
men chamber used for broadband at-
tenuation measurements at different
ambient pressures and temperatures.
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commercial pulser/receiver~Panametrics 5800!. The com-
puter controller, digitizer, and delay generator are the same
as in Fig. 2 and were used the same way.

During the course of measurements, 70 mL of either
whole porcine blood~Hct 40%, with 5% sodium citrate so-
lution added to prevent clotting! or plasma was added to the
chamber and thoroughly mixed. The liquid was then allowed
to sit unstirred and the backscatter signal from the mixture
monitored until a stable equilibrium was reached. Observa-
tion of the rf signal during this time indicates the presence of
many large and transient scatterers in the focal zone~perhaps
spurious bubbles produced by mixing!. These gradually dis-
appear as the rate of change in signal shape rapidly de-
creases, until after roughly 10 min, the backscatter signal is
only slowly changing, indicating that the blood components
have reached a stable scattering configuration. The backscat-
ter signal for plasma alone is quiescent except for the pres-
ence of electronic noise. Data were actually acquired after
waiting 60 min in order to make sure that scatterers had
reached a stable configuration. We observed that the back-
scatter for blood measured in this equilibrium state is at least
30 dB higher~see Fig. 6 and discussion in results section!
than that measured immediately after introduction of the
blood into the specimen chamber, which is consistent with,
although greater in magnitude than, observations of other
researchers performing similar investigations.14,15 Also, as
Fig. 6 will show, in the equilibrium state the backscatter from
all concentrations studied is experimentally indistinguish-
able, indicating that the concentrations of scatterers in the
focal zone of the transducer are probably the same in each
case. This is a reasonable outcome given the goal of our
study, which was to determine the values delimiting an upper
bound on the backscatter of nanoparticles that might be ob-
served from the blood poolin vivo and serve to define a
useful bound on the contrast-to-background ratio that might
be obtained in clinical application at various doses. Other
studies would be required to determine the concentration-
dependent backscatter and attenuation of nanoparticles in
mixed or flowing blood or plasma. Observations from our
apparatus indicate that precise measurements in these flow
regimes would be practically impossible. Moreover, the
value of such data for evaluation of backscatter from targeted

surfaces would seem to be extremely limited; creation of
measurable backscatter from smooth targeted surfaces, at
least at frequencies above 25 MHz, is an established fact.16,17

The unknown at this point is determination of backscatter
from diffuse fractal-like neovascular networks associated
with new tumor growth.18–21 Determination of backscatter
from these scattering configurations is an active area of re-
search in our laboratory and will be described in a future
report.

The same settling phenomenon is observed for nanopar-
ticles mixed into either whole blood or plasma. Conse-
quently, all measurements were made 60 min after introduc-
tion of nanoparticles for the reasons discussed earlier. As the
backscatter signals are acquired when the fluid-nanoparticle
mixture is relatively static, we acquire data by scanning the
transducer on a 50320 point grid of points 0.5 mm apart to
gather 1000 rf wave forms each of which is 8192 points long
~equivalent to 16ms! and comprised of 8 bit values. This
spatial grid was chosen to provide statistically independent
backscatter traces and was placed as close as possible to the
bottom of the chamber, where scatterer concentration is ex-
pected to be highest, consistent with our goal of measuring
the upper bounds of attenuation and backscatter that might
occur in vivo. These wave forms are gated with a 6ms win-
dow, Fourier transformed, and the electronic response of the
system is deconvolved from the backscatter data using a ref-
erence acquired from a stainless steel plate. The results are
then averaged together to compute the average apparent
backscatter transfer function.

The specimen chamber used for this series of measure-
ments is shown in the right panel of Fig. 3. The chamber is
comprised of three circular plates clamped together to hold
two Saran Wrap films to create the sample volume denoted
by the region gray in the figure. This region is 7.62 cm in
diameter and 5.08 cm thick. These dimensions were chosen
to create a sample volume thick enough to permit acquisition
of a 6.0ms window free from measurable ringdown from the
front wall membrane. The chamber has a port on its top
through which plasma, blood, and/or emulsion are added. A
plug on the bottom of the chamber may be removed to drain
and wash the chamber. In all cases the sample chamber was
positioned so that its front surface was 5 mm beyond the
focal distance of the transducer, this was done so that the first
point of the digitized time domain window was 8ms after the
front wall ringdown. The chamber was also tilted at 10° rela-
tive to the insonifying transducer to further reduce front wall
ringdown, as shown in Fig. 3. The suspension was mixed
using a disposable 5 mL pipette for 1 min and then rf data
acquired subsequent to a 60 min settling period as described
earlier.

III. RESULTS

Attenuation measurements have been obtained over a
large set of experimental parameters: nanoparticle concentra-
tion, ambient pressure, ambient temperature, peak positive
acoustic pressure, exposure time, and using two different
wave form shapes. The attenuation measurements were un-
dertaken primarily to investigate the hypothesis that liquid-

FIG. 3. Right panel: the apparatus used to acquire data for this study. Left
panel: specimen chamber used for low concentration measurements of at-
tenuation and backscatter of nanoparticle suspensions in either whole por-
cine blood or plasma.
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to-gas phase conversion of nanoparticles into microbubbles
does not occur at detectable levels underin vivo conditions
with current clinical imagers.

Backscatter results have also been made under several
different conditions, the most important parameters consid-
ered for this part of the study were: nanoparticle concentra-
tion and the type of fluid in which the emulsion was mixed
for the measurement. These measurements were undertaken
to investigate the hypothesis that nanoparticle scattering in
the blood pool is not measurable underin vivo conditions
with current clinical imagers. Moreover, we have chosen to
report the apparent backscatter, i.e., we have specifically
chosen not to report backscatter compensated for attenuation.
This choice was made for three reasons. First, uncompen-
sated or apparent backscatter is the basic experimentally
measured quantity describing backscatter and is conse-
quently accessible to any experimentalist using the same
transducer described earlier. Second, diffraction compensa-
tion requires choice of a specific field model;22–27 a choice
for which there is no universally accepted standard. Thus, the
uncompensated data should have greater utility as they can
be corrected according to one’s favorite model using the
above-supplied transducer information. Third, the backscat-
ter values obtained over all concentrations studied are essen-
tially the same at the equilibrium described in Sec. II so that,
the attenuation corrected backscatters would be also, thus,
rendering the correction largely academic.

The outcome of both backscatter and attenuation results
are summarized in Tables I and II.

A. Broadband attenuation measurements

The attenuation coefficient of Optison is plotted as a
function of frequency in the top row of graphs of Fig. 4 for
three different ambient pressures: 0, 120, and 200 mm Hg
~these data were acquired using the unipolar pulser apparatus
described in Fig. 1 of Ref. 28!. The concentration for all of
these measurements was 3.33105 microbubbles/mL, which
was chosen so that the attenuation would be roughly equal to
that produced by nanoparticles in the concentrations used for
this study. All Optison data were acquired under the same
conditions as were used to acquire the nanoparticle data also
shown in Fig. 4. The peak height and width and its exact
location clearly depend on ambient pressure and also expo-
sure time~ranging between 2 and 80 s for the data shown!.
These attenuation coefficient changes are probably the result
of: ~1! microbubble destruction,~2! gas exchange with the
surrounding liquid medium~particularly oxygen uptake by
the perfluoropropane! that results in mean microbubble di-
ameter increase, and~3! changes in mean microbubble diam-
eter induced by changes in ambient pressure.28,29 These data
were acquired with an insonifying pressure of 0.65 MPa and
the figure clearly shows that even at this relatively low
acoustic pressure the microbubble-based agent undergoes
fundamental changes in its composition resulting in dramati-
cally variable acoustic behavior. The corresponding data ob-
tained from the PFOB-based nanoparticle contrast agent are
shown in the second row of Fig. 4~data obtained from a
suspension of 2.531012particles/mL in saline!. It is apparent
that there is no dependence on either the ambient pressure or
the exposure time, nor is there any evidence of a peak in the
attenuation coefficient. All evidence strongly suggests that
ultrasound-induced liquid to gas phase conversion does not
significantly contribute to the acoustic performance of the
PFOB emulsion.

The third and fourth rows of Fig. 4~data obtained from
a suspension of 1.231012particles/mL in saline! summarize
results from measurements made with emulsions exposed to
a higher insonifying acoustic pressure~peak positive and
negative pressure levels of 3.0 MPa!, at ambient tempera-
tures of 37 and 46 °C, respectively. There is no dependence
of the attenuation coefficient on exposure time or ambient
pressure.

In Fig. 5 we show the results obtained using a preheating

TABLE I. A comparison of the attenuation coefficient properties of the
microbubble-based agent Optison and liquid perfluorocarbon nanoparticles.
The nanoparticles attenuation is completely devoid of behavior required for
microbubble-like scattering.

Property Optison
Liquid-PFOB
nanoparticles

Resonant peak Yes No
Exposure time dependence Yes No
Ambient pressure dependence Yes No
Ambient temperature dependence Yes No
Insonifying power dependence Yes No

TABLE II. A comparison of the backscatter~not compensated for attenuation! properties liquid perfluorocarbon
nanoparticles suspended in either whole porcine blood or porcine plasma. All comparisons are made at a time
60 min postmixing so that upper bounds on measured quantities are obtained. In whole blood the nanoparticle
backscatter is indistinguishable from that of whole blood alone. In plasma the backscatter is roughly 35 dB
below that of whole blood.

Property
~at 60 min equilibrium! Whole porcine blood Porcine plasma

Attenuation Same as blood alone
and

independent of concentration

Same as plasma alone
and

independent of concentration
Backscatter Same as blood alone

and
independent of concentration

;35 dB less than whole blood alone,
Up to 15 dB greater than that of plasma alone

and
independent of concentration
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pulse ~five cycles of a 1 MHz sine wave burst with peak
pressures of 3 MPa! to further investigate the possibility of
liquid to gas phase conversion. The shape of this pulse is
shown in Fig. 5~a!. The data Fig. 5~b! show the attenuation
coefficient of the PFOB-based emulsion obtained at 37 °C.
These data exhibit no evidence of the resonant peak typically
associated with the presence of microbubbles, which for

comparison are plotted in Fig. 5~c!. This observation also
makes it appear unlikely that liquid to gas phase conversion
occurs.

B. Backscatter measurements

Figure 6 shows that the acoustic properties of the PFOB-
based nanoparticle emulsion are nearly optimal for applica-

FIG. 4. First row: effect of ambient
pressure~0, 100, and 200 mm Hg,
shown in separate panels! and expo-
sure time~2, 20, 40, and 80 s, repre-
sented as four curves in each panel!
for microbubble agent Optison, mea-
sured at 37 °C with insonifying peak
acoustic pressure of 0.65 MPa. The at-
tenuation coefficient is clearly peaked
between 1 and 2 MHz. Peak height,
width, and location vary with exposure
time, probably due to microbubble de-
struction and gas exchange. Second
row: attenuation coefficient for liquid
nanoparticle emulsion under similar
experimental conditions; note com-
plete lack of peak in attenuation. Third
row: attenuation coefficient of emul-
sion under similar conditions as the
second row, but with higher peak
acoustic pressure level~3.0 MPa!.
Fourth row: attenuation coefficient of
emulsion under similar conditions as
the third row, but maintained at el-
evated ambient temperature of 46 °C.
All data were acquired using unipolar
pulses generated by the apparatus
shown in Fig. 1~a!.

FIG. 5. ~a! The pulse used to simulate effects of clinical imager in Doppler mode.~b! The resulting attenuation coefficient for nanoparticle emulsion.~c! The
resulting attenuation coefficient for Optison. There is no evidence of exposure-time variation or a microbubble-like resonant peak in the frequencyrange of
the measurement. All data were acquired using unipolar pulses generated by the apparatus shown in Fig. 1~b!.
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tion as a site-targeted contrast enhancer. The top two panels
compare the attenuation coefficient of whole porcine blood
~HCT 40%! with attenuation from nanoparticles suspended
in porcine plasma. The left top panel compares the attenua-
tion from 70 mL of whole porcine blood obtained after add-
ing 0.25, 0.5, and 1.0 mL of nanoparticle emulsion. These
correspond to doses more than eight times that which might
be used clinically. In addition, at higher doses, there was
noticeable precipitation of nanoparticles from the suspen-
sion. All measurements were made 1 h after adding emulsion
and mixing because 1 h isabout the time required for the
nanoparticle/blood cell scatterers to come to equilibrium. In
all cases studied there was no statistically significant differ-
ence between attenuation of whole blood and attenuation of
blood with emulsion. This outcome is consistent with the
attenuation measurement of emulsion in plasma~also post 1
h mixing! shown in the right top panel.

The bottom two panels of Fig. 6 show the corresponding
apparent backscatter transfer functions~i.e., backscatter not
compensated for attenuation or transducer effects!. The left
panel shows backscatter of whole porcine blood plotted
along with backscatter from 70 mL of whole blood plus 0.25,
0.5, and 1.0 mL of emulsion~corresponding to 1.55, 3.10,
and 6.1931011particles/mL, respectively!. The left panel
again shows that the addition of emulsion produces no sta-
tistically significant alteration of backscatter relative to that
from blood~using the standard errors of each measured point
as the basis for statistical significance!. This is further sup-
ported by the data shown in the right bottom panel, which
shows apparent backscatter~post 1 h mixing! of plasma com-
pared to plasma plus 0.25, 0.5, and 1.0 mL of emulsion. The
backscatter from the plasma is different from that of the
plasma plus emulsion~thus establishing that the backscatter
result in whole blood is not the result of insufficient mea-

surement sensitivity!, however, all curves are more than 30
dB below backscatter of whole blood. The plasma only curve
also indicates the noise floor of our apparatus for backscatter
measurements.

IV. DISCUSSION

One of the desired goals for a successful, targeted con-
trast agent is the ability to differentiate the targeted pathol-
ogy from the surrounding tissue. Often, a technical dilemma
arises with the use of a highly echogenic contrast agent. The
choice of high echogenicity increases the signal received
back from the imaged tissue, but the ability to adequately
differentiate bound from adjacent circulating unbound con-
trast agent can be difficult since significant concentrations of
nonspecifically bound bubbles can be anticipated. Several
solutions have been proposed. One simple approach includes
waiting for the freely circulating particles to be cleared from
the blood pool. This approach is used in targeting with other
imaging modalities including nuclear imaging. The assump-
tion is that the bound particles have sufficient longevity to
survive at the targeted site until the circulating particles are
gone. The clearance approach has several disadvantages in-
cluding the length of time of the diagnostic imaging proce-
dure, and the difficulty in designing an agent with the con-
flicting goal of existing long enough to bind to the targeted
pathology but also exhibiting rapid clearance.

A second approach has been used with some success in
the targeting of microbubbles.30–32This approach utilizes the
fact that microbubbles can be destroyed in a high intensity
ultrasonic field. After waiting sufficiently long to allow bind-
ing, an image is obtained of the tissue containing bound and
unbound bubbles. The tissue is then exposed to a high inten-
sity ultrasonic wave to destroy all microbubbles. After a
short time in which it is postulated that microbubbles have
again entered the imaging plane but not yet had time to bind
in sufficient quantities, a second image is acquired. By sub-
tracting these two images, the bound bubbles can be visual-
ized. Although quite successful in some studies, there are
some disadvantages to this approach including misregistra-
tion of images before subtraction, a problem that may be
acute in moving organs such as the heart or in patients where
breathing may move the imaging plane. Another possible
disadvantage is that this approach allows only one chance to
image the targeted contrast agent before it is destroyed.

The nanoparticle contrast agent described in this study
attempts to address the problem of differentiating bound
from unbound agent by utilizing a nanoparticle with reduced
blood pool echogenicity. The targeted pathology is detectable
only after the nanoparticles are bound in quantity. The
above-displayed results show that the nanoparticle contrast
agent has ultrasonic backscatter that is less than that of cir-
culating red blood cells when administered in concentrations
typical of in vivo use. The nanoparticles were only detectable
when insonified within plasma devoid of red blood cells and
were shown to exhibit backscatter levels more than 30 dB
below the scatter from backscatter from red blood cells. The
weak scatterer hypothesis is supported by the fact that low
acoustic pressure measurements of nanoparticle emulsion

FIG. 6. Top panel: a comparison of attenuation coefficients of PFOB-based
nanoparticles obtained in plasma~right-hand side! and in whole blood~left-
hand side!. Bottom panel: a comparison of apparent backscatter coefficients
obtained in plasma~right-hand side! and in whole blood~left-hand side!. All
data were acquired using unipolar pulses generated by the apparatus shown
in Fig. 1~a!. 0 dB corresponds to the echo intensity of the flat reflector.
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show that the backscatter is not measurably different from
background~i.e., measurement of backscatter from either
water or plasma alone!.

A second goal of these measurements was to determine
the stability of the nanoparticle contrast agent in the presence
of a high intensity ultrasonic field. The experiment was de-
signed to determine whether the contrast provided by the
nanoparticles was due to a conversion of the perfluorocarbon
from liquid to a gaseous phase or to its own intrinsic scatter-
ing behavior in the liquid phase. To determine whether this
phase conversion occurred, the nanoparticles were examined
for two characteristics typically associated with gas bubbles
under ultrasonic insonification. The first characteristic was
the appearance of nonlinear promotion of ultrasonic energy
into a scattered harmonic frequency. The second characteris-
tic was related to physical changes that might occur as a
function of exposure time to ultrasound. These changes are
related to the destruction of microbubbles with increasing
ultrasonic intensity and exposure time. To examine the pos-
sibility of this occurrence, microbubbles~Optison! and nano-
particles were measured in a similar experimental setup.

The data in Figs. 4–6 show that nanoparticle suspension
attenuation coefficient is not measurably affected by changes
in hydrostatic or acoustic pressure. Moreover, the data ex-
hibit no evidence of scattering agent destruction as the dura-
tion of ultrasound exposure increased. This observation is
independent of incident acoustic pressure for both low power
~0.65 MPa! unipolar pulses and high-power~3.0 MPa! uni-
polar pulses, which is a range of pressures spanning current
clinical ultrasound application. When the same range of pres-
sures is used to measure the attenuation coefficient of Opti-
son, significant changes in attenuation coefficient are ob-
served: the microbubble agent attenuation coefficient
exhibits a single peak between 1 and 2 MHz, and the exact
peak location, height, and width vary significantly with ex-
perimental conditions. In contrast, the emulsion does not ex-
hibit these effects.

Thus, it is unlikely that microbubble formation through
perfluorocarbon phase conversion contributes in a measur-
able manner to the acoustic properties of the liquid perfluo-
rocarbons nanoparticle contrast agent over the range of ex-
perimental parameters considered in this study. Such a
conversion, if it were to occur, would deplete the population
of nanoparticles, which would then be destroyed in the same
manner observed for Optison, leading to a measurable de-
crease in attenuation coefficient. Furthermore, the attenua-
tion coefficient of the nanoparticle emulsion was a linear
function of frequency at all concentrations and power levels
and showed no evidence of a resonant peak characteristic of
liquid-to-gas phase conversion. In fact, the linearity of the
attenuation data is consistent with a combination of absorp-
tion and scattering. This implies that the absorption cross
section dominates the scattering cross section during wave
propagation through the emulsion@Ref. 33, p. 20, Eq. 2-32;
Ref. 34, p. 427, Eq. 8.2.19#. Additionally, the attenuation is
quite low, which is again consistent with our assumption of
weak scattering. The combination of these measurements
strongly indicates that there is little to no phase conversion to

gas of the liquid perfluorocarbon nanoparticles used in this
study.

V. CONCLUSION

The attenuation coefficient of perfluorocarbon nanopar-
ticles under a wide range of experimental conditions is lin-
ear, indicating that weak absorption is the primary scattering
mechanism. No evidence of strong scattering or resonant be-
havior was observed over a range of conditions that certainly
encompasses those expected in clinical application of ultra-
sound.

Moreover, attenuation and backscatter measurements
from emulsion in whole blood compared to corresponding
measurements in plasma indicate that, when suspended in
whole blood, even relatively high concentrations of the
emulsion produce no measurable changes in linear acoustic
behavior of the blood pool. The resulting data provide upper
bounds on blood pool acoustic parameters and more pre-
cisely define levels of molecular contrast enhancement that
may be obtainedin vivo. Low blood pool backscatter is one
of the advantages of this agent as relative nonechogenicity in
the blood pool allows increased contrast-to-noise between
the blood pool and the bound, site-targeted agent.

We have shown that the liquid, perfluorocarbon nanopar-
ticles provide minimal contrast when circulating the blood
pool under fundamental imaging conditions. The low inher-
ent echogenicity of the particles when in suspension is a
feature that allows for differentiation of the bound, targeted
nanoparticles from those circulating freely in the body. The
stability of the nanoparticles is far greater than that of mi-
crobubbles after exposure to high intensity ultrasonic fields.
Future studies will measure other properties of nanoparticle
contrast agents such as optimized detection of the contrast
agent when bound to a substratein vivo.
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